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One of the most conspicuous patterns of human orga-
nization is the “clumpy” manner in which behaviors 
and beliefs are organized. People from different cul-
tures organize their world in strikingly different ways 
(Medin & Atran, 2004). Populations are often divided 
into partially modularized communities (Girvan &  
Newman, 2002), with the result that people within a 
community are much more likely to share the same 
beliefs than people belonging to different communities. 
Even within an ostensibly single culture, members 
belonging to different political (Andris et al., 2015) or 
racial (DiPrete et al., 2011) groups have dramatically 
dissimilar, often diametrically opposed, beliefs. The 
communities along which beliefs and behaviors clump 
are often geographically distributed, but increasingly 

often they transcend geography and are instead based 
on widely distributed ideologies and self-constructed 
identities (Wellman, 2001). The societal importance of 
the spread of (mis)information in social networks has 
drawn attention to how people living a short distance 
from each other may nonetheless disagree even on 
matters of verifiable fact (Lazer et  al., 2018). Sizable 
proportions of Americans, for example, believe that 
COVID-19 vaccines contain digital trackers, the Earth 
is flat, or that the 2012 fatal mass shooting at Sandy 
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Abstract
Many life-influencing social networks are characterized by considerable informational isolation. People within a 
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beliefs on the basis of summed or average evidence (or intermediate decision rules), and parameterized stochasticity 
introduces randomness into decisions. SBMC simulations show surprising patterns; for example, increasing out-group 
connectivity does not always improve group performance, adding randomness to decisions can promote performance, 
and decision rules that sum rather than average evidence can improve group performance, as measured by the average 
utility of beliefs that the agents adopt. Overall, the results suggest that intermediate degrees of belief exploration are 
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Hook Elementary School was staged by actors and 
nobody was, in fact, killed.

The spread of falsehoods such as these is a major 
obstacle to social progress. Our having greater access 
to information than ever before in history does not 
prevent large swathes of our population from holding 
beliefs that are refuted by science and factual records 
(Hornsey, 2020). There are several reasons why people 
believe falsehoods (Pennycook & Rand, 2021), including 
vested interests, susceptibility to deceit (Lewandowsky 
et  al., 2012), desires to fit in a particular group (Del 
Vicario et  al., 2017; Kaba & Beran, 2016), ideologies 
(Kahan et al., 2012), and establishing defenses against 
fears (Hornsey et al., 2018). These are powerful psycho-
logical factors that fit broadly within the premise that 
people are flawed, biased, and frequently irrational 
(Festinger, 1957).

Although not denying that beliefs often result from 
flawed and irrational psychological processes or have 
been adapted for different information environments than 
we currently reside (Mann, 2022), our present goal is to 
explore individual and social processes that are arguably 
even more fundamental in spreading beliefs and behav-
iors in a population. In particular, even if people are 
trying to maximize the utility of their beliefs, rely on 
unbiased rather than self-serving utility calculations, and 
do not engage in deceitful messaging, we argue that there 
will still be pockets of a population having suboptimal 
beliefs even when most people do not. In our analysis, 
believing falsehoods, such as that the childhood measles, 
mumps, and rubella vaccine causes autism, is a special 
case of a broader social pattern in which the utility of 
different opinions or beliefs is unevenly distributed, with 
some communities holding beliefs with far higher utility 
than others. The notion of opinion utility discussed here 
may be considered a measure of opinion quality. Low-
quality opinions—beliefs in objective falsehoods—may 
indeed provide utility for belief holders in other ways, 
such as the entertainment value of hypothetical con-
spiracy theories or the social value of holding beliefs that 
allow one to better fit within one’s community. We argue 
that the structure of social networks and the dynamics of 
belief spread on those networks are strong determinants 
of the eventual imbalances in the utility of beliefs found 
across communities.

Computational models of the spread of beliefs in 
modularized communities play a valuable role in under-
standing and predicting unfolding patterns of beliefs in 
a population. It is often hard to predict how beliefs will 
spread in a community because of the complex interac-
tions among individuals. There are frequently “rich- 
get-richer” effects such that the more people who adopt 
a belief the more likely it is to be adopted by others 

(Nadeau et al., 1993). More subtle dynamics can arise 
in which noise in the human decision-making process 
can prevent a markedly superior belief from catching 
on, or changing one situational factor effectively com-
pensates for the potentially adverse effects of changing 
another. Our modeling framework is intended to cap-
ture interactions such as these, which can help to orga-
nize broad empirical patterns. Rather than providing 
detailed model fits to specific data sets, our modeling 
goal is to describe some of the fundamental dynamics 
likely to be at play in real-world situations involving 
belief spread (Anderson & Ye, 2019; Dalege & van der 
Does, 2022; Galesic et al., 2021; Smaldino, 2017).

Broad Empirical Patterns in the Spread 
of Belief

Generalizing over the many political, ideological, reli-
gious, and cultural contexts in which people within a 
population vary dramatically in their beliefs, there are 
some major empirical patterns that are frequently found:

•• Clumpy distribution of beliefs. Most obviously, 
beliefs in a population tend to be distributed in 
an uneven, clustered fashion such that people in 
a particular geospatial region are much more 
likely to share the same beliefs compared with 
people in different regions. For example, beliefs 
regarding health risks associated with global cli-
mate change strongly cluster at state, county, and 
tract levels in the United States (Howe et  al., 
2019). Whereas geospatial clusters are prominent, 
beliefs clump according not only to ideological 
groups but also to regional groups, such as the 
cluster of correlated beliefs that ideological con-
servatives in the United States had in 2020 regard-
ing personal vulnerability to COVID, the severity 
of the COVID virus, and the exaggeration of 
COVID risks by the media (Calvillo et al., 2020).

•• Echo chambers. Echo chambers are social struc-
tures that feature far more interaction among 
people that share the same compared with dif-
ferent beliefs. For example, people are far more 
likely to connect to others on social media sites 
who share their beliefs and are more likely to 
spread information to like-minded others (Cinelli 
et al., 2021). In the case of COVID beliefs, echo 
chambers have been shown to exacerbate the 
spread of misinformation and impede corrections 
to that misinformation (van der Linden, 2022). 
However, the prevalence of echo chambers, and 
the extent of their effects, are debated (Guess, 
2021; LaCour, 2013).
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•• Filter bubbles. Filter bubbles are social structures 
that lead to people filtering out beliefs that con-
tradict their own (West & Bergstrom, 2021). That 
is, even if, despite someone’s biased, echo cham-
bered social network, they happen to be exposed 
to a different belief than their own, they still may 
not be affected. This “filtering out” may result 
from discrediting the source or ignoring messages 
on the basis of their presumed content despite 
being shown opposing beliefs (Ekström et  al., 
2022; Flaxman et al., 2016). Filter bubbles may 
also be fueled by computational or algorithmic 
artifacts wherein some information may never be 
shown to individuals because the algorithm may 
not deem it to be relevant to them on the basis 
of their previous activity (e.g., their likes; Groshek 
& Koc-Michalska, 2017; Pariser, 2011).

•• Increasing within-community homogeneity. A 
common pattern for newly formed groups is for 
their members to converge in their beliefs over 
time (Asch, 1956; Flache et al., 2017). This con-
vergence may be due to individuals who possess 
minority beliefs changing their beliefs because 
they believe that the majority knows better than 
they do (informational conformity), or to curry 
the favor of the majority group (normative 
conformity).

•• Persisting minority beliefs. If the beliefs of group 
members converge over time, then one might 
assume that with sufficient time, everyone in the 
population will share the same beliefs, and sim-
ple models of belief spread often predict exactly 
that dynamic. In fact, this is often not found 
(Axelrod, 1997; Kelly et al., 2006; Lawson, 1997). 
Rather than gradually disappearing, minority 
opinions often persist. Some accounts for the sur-
prising resilience of minority opinions are that 
people are far more influenced by in-group com-
pared with out-group members (Spears, 2021), 
people may assert their individuality by differen-
tiating themselves from the majority (Brewer & 
Roccas, 2001), and group members only being 
able to access beliefs in their local neighborhood 
(Latané et al., 1995).

•• Polarization. Opinions in different communities 
within a population frequently become increas-
ingly divided over time (Koudenburg & Kashima, 
2022). A community may systematically move its 
opinions away from an opposed community. 
Although a diversity of opinions in a population 
promotes resilience and flexibility, the risk of 
polarization is that communication across groups 
may become severely inhibited if no common 
ground can be established (McCoy et al., 2018).

The Spread of Beliefs in Modularized 
Communities Framework

Given the complex dependencies among the patterns 
described above, a modeling framework that explicitly 
incorporates degrees of modularity, in-group biases, 
and alternative decision rules is useful for organizing 
and explaining the spread of opinions in modularized 
communities (Smaldino, 2017). Our Spread of Beliefs 
in Modularized Communities (SBMC) model1 begins by 
creating a global population of N  agents that are 
divided into NC  equally sized communities. We use a 
stochastic block model (Karrer & Newman, 2011) to 
generate social networks in which agents within a com-
munity have a probability Pin  of being connected and 
agents across different communities have a probability 
Pout  of being connected. If communities are highly mod-
ularized, then P Pin out , as would be expected for echo 
chambers.

N  agents are randomly assigned one of NO opinions, 
with N = 200 and NO = 10 for all of our simulations. In 
many agent-based models, all opinions are equally 
good, but in the SBMC model the opinions are rank-
ordered, and their utility is an exponential function of 
their rank. Once initialized with random opinions and 
social connections, agents exchange opinions with their 
neighbors for 20 rounds. When exchanging opinions, 
agents have access to the exact utilities of their neigh-
bors’ opinions (there is no communication noise). An 
agent will tend to adopt an opinion if it is shared by 
many of its neighbors and if its utility is high. For a 
description of the important parameters of the SBMC 
model and their default values, see Table 1.

Each agent integrates evidence from its in-group and 
out-group neighbors from the current time step to 
determine whether it should change its opinion at the 
next time step according to

E W x i W x i ei

x N x i

in
c c

out
c c dU

o

o o

o= ⋅ ( ) + ⋅ − ( )( )( ) ⋅
∈ ={ }

−∑
|

δ δ, , ,1     (1)

where the raw evidence for Opinion o for Agent i , Eio, 
is computed by summing the evidence for o across all 
agents that are neighbors of i (denoted by x) holding 
Opinion o. If the neighbor belongs to the same com-
munity as i, i xc c= , then its opinion is given weight Win;  
otherwise it is given weight Wout . This is captured by 
the delta function (δ( , )x ic c ). Filter bubbles that may 
arise because of individuals discrediting the source or 
ignoring messages on the basis of their presumed con-
tent can be modeled by W Win out . The utility of an 
opinion is an exponential function of its rank, Uo . The 
rank of the best opinion is 1, the second best opinion’s 
rank is 2, and so on. The drop-off in utility with rank 
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is controlled by the parameter d , which is set at 0.1. 
An exponential function is used to transform rank into 
utility to capture the common pattern that the practical 
difference between the best and second-best options 
is greater than the difference between, say, the eighth 
and ninth best options (Kable & Glimcher, 2007). The 
integrated evidence for Opinion o for Agent i is its raw 
evidence normalized by an integration function that 
generalizes different evidence accumulation rules, as 
governed by
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The two summations in the denominator normalize 
the evidence by the total amount of possible evidence 
given the number of in-group and out-group neighbors 
of i . The parameter g controls whether an agent uses 
a summation, averaging, or blended decision rule. If 
g = 0, then the denominator resolves to 1, meaning that 
the integrated evidence is simply the sum of the evi-
dence for o. If g = 1, then the denominator resolves to 
the number of neighbors possessing o, meaning that 
the integrated evidence is the average evidence for o. 
As g increases within the 0 1< <g  range, the integrated 
evidence becomes increasingly closer to an averaging 
than summation rule. By varying g our agents shift from 
choosing popular opinions (g = 0) to choosing osten-
sibly better ( )g = 1  opinions. Whenever g < 1, averaging 
is not equivalent to taking the sum of neighbors’ evi-
dence and dividing by the number of neighbors because 
the total amount of evidence has an influence beyond 
the average. For example, imagine that an agent has 
nine neighbors adopting Opinion X, which has a value 
of 1, and three neighbors adopting Opinion Y, which 

Table 1. Parameters Varied in the Spread of Beliefs in Modularized 
Communities Model and Their Default Values

Parameter Interpretation Default value

N Number of agents 200
NO Number of opinions 10
Win Weight given to in-group members 1
Wout Weight given to out-group members 0.1
γ Choice determinism 1
g Evidence-integration strategy 0 (summation)
NC Number of communities 4
Pin Probability that two in-group members 

are neighbors
0.12

Pout Probability that two out-group 
members are neighbors

0.004

R Number of rounds of opinion 
exchange

20

has a value of 2. If g = 0, then the integrated evidence 
for Opinion X (9*1/1 = 9) will be greater than the inte-
grated evidence for Opinion Y (2*3/1 = 6). This order-
ing reverses if g = 1 because the integrated evidence of 
Opinion Y (2*3/(1*(3 − 1) + 1) = 2) will be greater than 
the integrated evidence for Opinion X (9*1/(1*(9 − 1) 
+ 1) = 1). Finally, if g = 0 1. , then the integrated evidence 
of Opinions X (9*1/(0.1*(9 − 1) + 1) = 5) and Y (2*3/
(0.1*(3 − 1) + 1) = 5) will be exactly the same, with 
agents compromising between valuing popular and 
high-utility opinions.

Using a softmax decision rule, the probability of 
Agent i adopting Opinion o in the next round of opin-
ion exchange is an exponential function of the inte-
grated evidence for o, Iio , divided by the integrated 
evidence that i has for every one of the No possible 
opinions:
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The parameter γ  controls the determinism of the 
selection of opinions. As γ  increases, Agent i  will 
increasingly choose the opinion that has the greatest 
integrated evidence for it. When γ  is low, then opinion 
selection will be more random, with opinions having 
relatively little evidential support being more likely to 
be selected.

Simulation Patterns

Figure 1 shows characteristic networks that arise when 
the SBMC model is run using the default parameters in 
Table 1, with 50 replications run for each set of param-
eters. Throughout all of the simulation figures, agents 
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adopting the opinions with the best, second-best, and 
third-best utilities are shown in orange, blue, and green, 
respectively. Accordingly, all of the agents are selecting 
relatively good opinions, often the best opinion. None-
theless, the distribution of opinions shows many of the 
broad empirical patterns previously described: Opinions 
are distributed in a highly clustered manner that echoes 
the network’s community structure, minority opinions 
persist within particular communities, and opinions 
within a community become increasingly homogeneous 
over time. When the probability of connecting to out-
group members is low, then different communities within 
the larger population often adopt different opinions, 
consistent with echo chambers and prior models (Flache 
& Macy, 2011). In these cases, all of the agents in a com-
munity may adopt a suboptimal opinion, and even if 
they are exposed to a better opinion, they will not adopt 
it because the evidence supporting it does not surpass 
the sum (default; g = 0) of the evidence from neighbors 
adopting suboptimal opinions. This figure also shows 
that opinions (both optimal and suboptimal) are no lon-
ger tightly restricted within communities when the prob-
ability of out-group members is high. If one’s goal is 
simply to have equally high-utility opinions spread 
throughout the population, then increasing the probabil-
ity of out-group members connecting is beneficial, but 
further simulations are needed to determine whether and 
when that increase raises overall opinion quality.

Number of Communities × Evidence 
Integration

Moving on to other systematic parameter sweeps, Fig-
ure 2 shows results from factorially combining four 
numbers of communities (2, 5, 8, and 12) and four 
levels of the evidence-integration parameter g (0 = pure 
summation of evidence; 0.25, 0.75, and 1 = pure averag-
ing of evidence).2 The value plotted on the vertical axis 
is the average utility of opinions adopted by agents 
after 20 rounds of opinion exchange.3 The highest 
ranked opinion is given a utility of 5, the second high-
est a utility of 4, and so on down to the 10th best 
opinion, which is given a utility of −5. Overall, agents 
find higher utility opinions when they sum the evidence 
of their neighbors compared with using the average 
value for each opinion possessed by one of the neigh-
bors. This might seem surprising. Why is sensitivity to 
the actual utility of an opinion not the best cue to 
whether it should be adopted? The reason why sum-
ming is beneficial is that each opinion possessed by an 
agent is the result of an inherently probabilistic process 
because of the softmax decision rule. Although any 
single neighbor’s opinion will be noisy, if many neigh-
bors are all adopting the same opinion, then it is likely 
to have high utility. Summing evidence from imperfectly 
formed opinions is an effective way to amplify and 
spread subtle utility differences among opinions.

Fig. 1. Sample graphs when the number of communities and probability of an individual 
connecting to an out-group member are independently manipulated. The assignment 
of opinion ranks to colors is shown in the center and used for all subsequent figures. 
Accordingly, agents selecting the opinion with the highest utility are shown in orange, 
second highest in blue, third in green, and so on. This same rank-to-color conversion 
scale is used for all figures.
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Fig. 2. Two classes of simulations exploring interactions involving evidence integration (g). Panel  
(a)  shows the average performance from simulations that vary two parameters, the number of com-
munities, and the method for integrating evidence across neighbors. Error bars represent 95% confi-
dence intervals. When evidence integration = 0, agents sum all of the evidence from their neighbors. 
When evidence integration = 1, they average the evidence. Sample networks from the four most 
extreme parameter combinations are also shown. Panel (b) shows the average performance varying 
the probability that two agents belonging to different communities are connected and the method for 
integrating evidence across neighbors. Although summing generally works better than averaging as 
an evidence-integration strategy given the other model parameters, increasing out-group connectivity 
is beneficial for summing but impairs performance for averaging.
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When choices are made by averaging rather than 
summing the evidence for each opinion, performance 
is overall lower. Many more opinions are adopted by 
agents. No single opinion catches on widely because 
averaging does not amplify widely held opinions as 
does summing. The wide variety of opinions in Figure 
2 when g > 0.5, as shown by the many colors present 
in the networks, may be beneficial from the perspective 
of diversity but is ineffective in terms of the average 
utility of held opinions. Each agent has a tendency to 
choose opinions with high average utilities, but given 
the noisy decision process ( )γ = 1 , agents also frequently 
make choices that deviate from the assessed utilities 
for opinions. Collective performance dramatically 
improves as the number of communities increases. The 
overall connectivity of the population decreases as the 
number of communities increases because the probabil-
ity of out-group members connecting is 30 times less 
than it is for in-group members (see Table 1). It may 
seem counterintuitive that decreasing connectivity 
helps the population find better opinions. The explana-
tion is that exposing agents to too many different opin-
ions prevents the agents from settling down on any 
opinion, including the relatively good ones. When an 
agent is part of a large community (e.g., number of 
communities = 2), the sheer number of opinions that 
they are exposed to interferes with any opinion spread-
ing widely. This result, that limiting the access of agents 
to other agents’ opinions can improve collective  
performance, has been found in other simulations  
(Barkoczi & Galesic, 2016; Galesic et al., 2018; Lazer & 
Friedman, 2007; Massari et al., 2019; Smaldino et al., 
2022; Zollman, 2007) as well as experiments with 
human groups (Mason et al., 2008). One problem with 
abundant connectivity is that agents in a population 
may prematurely converge on a single solution without 
fully exploring the problem space (Barkoczi & Galesic, 
2016; Lazer & Friedman, 2007). The current simulations 
point to another problem with plentiful neighbors—the 
inability to extract signal (e.g., high-value beliefs) from 
noise (Hills, 2019; Roozenbeek et al., 2022).

Out-Group Connectivity × Evidence 
Integration

Whereas Figure 2a explores connectivity by varying the 
number of communities into which a population is 
modularized, Figure 2b explores it by varying the prob-
ability of an agent connecting with each out-group 
member (pout), keeping constant the probability of con-
necting to an in-group member ( pin= 0.12) and the 
number of communities (Nc= 4). As with the previous 
simulation, we find that collectives generally perform 
better when their members sum, rather than average, 

evidence. However, we also find that this evidence-
integration strategy strongly moderates the effect of 
increasing out-group connectivity. Whereas increasing 
out-group connectivity modestly improves performance 
when agents make their judgments on the basis of 
summed opinion values, it strongly depresses perfor-
mance when agents average evidence for opinions 
across their neighbors. These results can be readily 
integrated with the previous simulation—having fewer, 
larger communities, as in Figure 2a, and having greater 
out-group connectivity, as in Figure 2b, both increase 
connectivity and impair performance when agents use 
average opinion value. Exposing agents to more numer-
ous and diverse opinions prevents any opinion from 
widely catching on in either the population as a whole 
or even a community. The sample graphs show that 
when averaging agents belong to relatively insular com-
munities, there is still substantial diversity within each 
community, but there is more rallying of agents around 
relatively good opinions than when communities inter-
mingle more.

These simulations offer a nuanced perspective on 
informational isolation in populations. Many people 
assume that increasing connectivity across communities 
will always be positive for the population considered 
as a whole. Indeed, there are benefits for increasing 
connectedness across members belonging to different 
communities in terms of decreasing out-group stereo-
typing (Turner et al., 2007) and increasing empathy for 
others who belong to different racial, religious, gender, 
or age groups (Pettigrew & Tropp, 2008). However, our 
simulations contradict the universality of this assump-
tion when agents choose opinions by assessing average 
values. Increasing connectivity across communities can 
sometimes be detrimental to each community’s devel-
opment and maintenance of a coherent viewpoint, con-
sistent with our results. For example, immigrants who 
place particular value on their own culture and its cus-
toms frequently have higher self-esteem (Rumbaut, 
1994), and elements of their culture are better preserved 
(Bloemraad et al., 2008). Although the agents of our 
simulations have no real culture to speak of, human 
immigrants and our SBMC agents with high out-group 
connection probabilities face a common challenge—
preserving effective solutions within their community. 
When out-group connectivity is high, it is difficult for 
effective solutions to gain stable purchase within a 
community.

A second common assumption is that increasing 
communication and permeability across communities 
will decrease the overall diversity of the population. As 
different communities interact more, it seems reason-
able to expect their differences to reduce and hence 
for the overall diversity of the population to diminish. 



8 Goldstone et al.

Our simulations contradict this commonsense assump-
tion as well, at least for averaging agents. Increasing 
out-group connectivity leads to greater opinion diver-
sity when coupled with the averaging decision rule 
because no opinion becomes widespread.

Evidence Integration × Decision 
Determinism

An important consideration for decision makers is the 
degree to which they make the choice that maximizes 
expected value versus adding some randomness to 
choices. An agent might want to make a choice that 
does not maximize immediate expected value to 
explore a broader range of options. If one always eats 
at the same good, local restaurant, then one might be 
missing out on an even better option. Decision makers 
who face an uncertain world must navigate an explore–
exploit trade-off, choosing options with unknown value 
that might offer downstream benefits (explore), options 
that maximize value according to current estimates 
(exploit), or a compromise between these poles (Hills 
et  al., 2010; Wu et  al., 2020). In the SBMC model, γ 
captures this compromise, with higher values of γ  push-
ing agents more to the exploit end of the explore-
exploit continuum. Independently varying γ  and the 
strategy for integrating evidence reveals that agents 
generally do better when they choose opinions that 
maximize value (e.g., high γ  value; see Fig. 3a). How-
ever, these value-maximizing choices do not always 
lead to the best average group performance, specifically 
when agents sum, rather than average, evidence. The 
problem with exploiting too much for summing agents 
is that the agents will early on converge on a subopti-
mal opinion, and no amount of subsequent evidence 
for a better opinion coming from a few agents will be 
able to supplant that early-adopted opinion with a large 
sum supporting it (Sang et al., 2020).

Figure 3a also shows a strong interaction between γ 
and the evidence-integration strategy. The previously 
reported pattern of agents performing better when they 
sum rather than average is, once again, found for agents 
using a relatively exploratory choice rule (e.g., low γ ). 
Choice rules with considerable randomness pair well 
with summing because the randomness allows agents 
to occasionally make choices that go against a subop-
timal but strong majority opinion that may have been 
adopted early on on the basis of limited, local evidence. 
However, for highly deterministic choice rules, averag-
ing is now advantageous over summing. Averaging 
opinion values is a noisier strategy than summing in 
the sense that it does not amplify high-value, popular 
opinions. Averaging is usefully paired with a determin-
istic rule that is sensitive to small differences between 

opinion values. Overall, the results from these simula-
tions suggest that good decision rules adopt an inter-
mediate position on the explore–exploit continuum. 
Exploration leads to a diversity of opinions, which is 
beneficial for displacing a suboptimal opinion with a 
more optimal one. But diversity can also prevent opti-
mal opinions from spreading. Averaging and low deter-
minism both increase exploration, whereas summing 
and high determinism both increase exploitation. 
Advantageous outcomes are obtained when an explo-
ration-biasing factor is combined with an exploitation-
biasing one. Other collective-behavior paradigms have 
found benefits for combining parameters to promote 
intermediate degrees of diversity (Smaldino et  al., 
2022), with the added twist that more diversity tends 
to be beneficial for more difficult search problems 
(Campbell et al., 2022). Averaging agents directly use 
true utilities to guide their choices (exploiting), which 
pairs well with considerable noise added to decisions 
(exploring).

Outgroup Connectivity × Decision 
Determinism

As a final simulation, we factorially combined four dif-
ferent levels of choice determinism with four levels of 
out-group connectivity. Figure 3b shows the results. 
Even more strikingly than Figure 3a, this simulation 
shows benefits for an intermediary degree ( . )γ = 0 8  of 
determinism. Given the default choice of summing, 
rather than averaging, agents, lower γ  values provide 
beneficial diversity to the amplifying effect of summing. 
As with Figure 3a, decreasing out-group connectivity 
sometimes promotes performance—this time only for 
agents adopting a relatively random decision rule. By 
contrast, more deterministic, value-maximizing agents 
perform modestly better as out-group connectivity 
increases. We interpret this interaction in terms of the 
benefits of intermediate degrees of exploration and 
diversity, consistent with the previous section. Like aver-
aging, increasing out-group connectivity biases agents 
toward exploration and diversification. If the agents are 
already exploratory because of a low γ  value, then add-
ing even more opinion diversity by increasing out-group 
connectivity is undesirable. However, if agents are 
exploitation-biased, then the diversity provided by 
greater access to out-group opinions is beneficial.

Although both of the factors controlling an agent’s 
position on the explore–exploit continuum are internal 
to an individual’s decision rule in Figure 3a, Figure 3b 
shows that external and internal factors can also com-
pensate for each other. Depending on the network struc-
ture that an agent finds itself in, it would ideally adopt 
different γ  values, all else being equal. Together with 
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Fig. 3. Two classes of simulations exploring interactions involving decision determinism (γ). Panel 
(a) shows the average performance varying the agents’ evidence-integration rule and their decision 
determinism. Error bars represent 95% confidence intervals. Whereas summing agents perform better 
than averaging ones when choices are made with considerable randomness, the reverse is found when 
agents more deterministically choose the opinion that has the greatest evidence. Panel (b) shows the 
average performance varying the probability that two agents belonging to different communities are 
connected and agents’ decision determinism. Relatively high levels of out-group connectivity help 
agents using more deterministic choice rules and impair agents using more random choice rules.
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other simulations showing compensatory relations 
between network structure and individual decision rules 
(Barkoczi & Galesic, 2016; Goldstone et al., 2013), the 
current results point to both complexity and flexibility 
for networked cognitive agents. Agents that find them-
selves in a particular network configuration can still 
make decisions that are good for themselves and their 
group if they can strategically control internal factors in 
their decision-making (Goldstone & Theiner, 2017), such 
as their choice determination and strategy for integrating 
evidence. Conversely, if agents are relatively fixed in 
their decision-making strategies, then it may be possible 
to restructure their social network to accommodate 
these internal strategies (Goldstone et al., 2006).

Discussion

The SBMC framework presented here is currently too 
simplified to offer compelling recommendations for how 
humans should make choices between opinions 
expressed in their social networks or how these social 
networks should be constructed. It does, however, serve 
other purposes. It provides examples of collective 
dynamics that might be expected to be common because 
they derive from a simple and general model without 
processes that are tailored to fit a specific scenario. As 
it turns out, the observed collective dynamic patterns 
run counter to many commonly held assumptions about 
belief spread. For example, contradicting some intu-
itions, the simulations showed the following:

•• Performance can be better for collectives made 
up of agents that sum, rather than average, the 
evidence/advice coming from their neighbors. 
Averaging might be assumed to be better than 
summing because it relies on the actual values 
of opinions and is not distorted by popularity. 
However, when there is some noise in the deci-
sion process, summing is superior because subtle 
differences in values are amplified by considering 
the number of neighbors adopting each opinion. 
This simulation result is consistent with the 
advantageous signal-amplifying effect that even 
uninformed individuals have on their groups’ 
ability to track a resource (Couzin et al., 2011).

•• Decreasing connectivity in a population by divid-
ing it into many partially isolated communities 
can improve the population’s overall performance 
(see also Cantor et  al., 2021; Derex & Boyd, 
2016). Keeping the total population constant by 
dividing it into more communities results in less 
connectivity among agents but often improves 
the average quality of opinions in the simulations. 
It is easier for a good opinion to catch on in a 

small community, and once it has caught on, it is 
hard for it to be displaced by randomness in 
choices.

•• Decreasing the probability that out-group mem-
bers will be connected can sometimes improve 
an entire population’s opinions. Although the 
adage “the more information the better” may 
sound plausible, our collectives often spread bet-
ter opinions when communities are relatively 
isolated from each other because communities 
exposed to too many opinions have difficulty 
rallying around any single opinion.

•• Better opinions can arise when agents do not 
always choose the opinion with better evidence 
for it. Agents that deterministically choose the 
opinion with the highest value run the risk of 
missing out on better opinions that have not yet 
had a chance to become popular within their 
community. By adopting opinions that do not 
maximize value among neighbors’ current opin-
ions, an agent can sacrifice short-term reward for 
the possibility of finding better long-term rewards.

A second contribution of the SBMC framework is that 
it suggests patterns of interactions between the above 
factors. There is an unfortunate tendency in psychology 
to look for one-size-fits-all solutions. The real world 
often resists simple accounts in terms of main effects, 
revealing important interactions and moderators. The 
SBMC provides an organizational framework for under-
standing interactions in terms of two yoked trade-offs—
explore versus exploit and diversity versus convergence. 
These continua are yoked because exploration leads to 
collective diversity of opinions, whereas exploiting the 
existing evidence to choose the best opinion among 
current options leads to collective convergence. Either 
pole is problematic. Too much exploiting leads to pre-
mature convergence of the group on good but not great 
solutions. Too much exploration leads to a failure of 
the group to eventually converge on any opinion. The 
explore–exploit continuum provides a compelling 
account for why particular pairings of factors either do 
or do not work well together. If one factor tends to pull 
agents toward exploration, then it will be well paired 
with another factor that pulls agents toward exploiting. 
This generalization provides a coherent synthesis for 
the patterns of performance shown in Figure 4. In this 
figure, a pair of factors is categorized as positive (green 
line) if the pair performs better than expected from 
each factor’s main effect and negative (red line) other-
wise. The factor pairs that create relatively high-value 
opinions all have offsetting pulls toward both explora-
tion and exploitation. The factors that pull toward 
exploration are high out-group connectivity, noisy 
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choice rule, averaging, and having a few large com-
munities. The factors that pull toward exploiting are 
low out-group connectivity, deterministic choice rule, 
summing, and having many small communities. One 
might think that having many small communities should 
be construed as exploration-biasing, but the probability 
of agents being connected across, compared to within, 
communities is always very small, and so agents will 
be exposed to far more, possibly diverse, opinions 
when there are a few large communities.

Although deriving predictions and interventions for 
specific real-world social networks using the SBMC 
framework is difficult and prone to error, the framework 
does make general recommendations. First, it cautions 
against common assumptions such as that increasing con-
nectivity across groups is always beneficial for the popu-
lation. In fact, there is evidence that an evidence-resistant 
minority can retard consensus formation as connectivity 
between this minority and the general population 
increases (Lewandowsky et al., 2019). We concur with 
the general sentiment that polarization is problematic if 
communities become so separated that they cannot ben-
efit from each other’s discoveries. However, our simula-
tions suggest a complex relation between out-group 
connectivity and average performance, with less out-
group connectivity benefiting agents with either signifi-
cant randomness in their choices or using an averaging 
strategy. Consistent with simulations showing population-
wide benefits when members distrust out-group members 
(Fazelpour & Steel, 2022), the SBMC framework suggests 
that populations at risk for homogeneity can benefit from 
decreasing out-group connectivity.

There are certainly limitations to replacing true beliefs 
with high-value opinions and community isolation with 

low out-group connectivity, and future work could 
incorporate psychological processes related to social 
identity, emotion, individual differences, racism, and 
deliberate deceit. Still, an agent-based model approach 
provides an unusual and fertile perspective on the social 
problem of misinformation. It shows that even well-
meaning and unbiased agents that are sensitive to the 
quality of different opinions will often live in communi-
ties in which opinions are distributed in a decidedly 
uneven manner. Furthermore, there are advantages for 
the population in having belief clusters, bearing in mind 
that groups prosper not only when they find the best 
opinion from among its members’ currently held opin-
ions but also when they build in processes for creating 
and spreading valuable new opinions.
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Notes

1. The source code for the simulations to be reported can be 
accessed at https://github.com/rgoldsto/SBSC.
2. For the simulations to follow, we focus on the average per-
formance of agents in a population, but many other measures 
are relevant. In the Supplemental Material available at https://
github.com/rgoldsto/SBSC, we report five measures: average 
performance (the average quality of opinions of the agents in 
a population), percentage best (the percentage of agents who 
have the highest ranked opinion), entropy (as agents adopt a 
more diverse set of opinions, entropy increases), mutual infor-
mation (the dependency between the communities to which 
agents belong and the opinions possessed by agents), and 
assortativity (the average probability of two network neighbors 
having the same opinion).
3. Given that Equations 1 through 3 describe a dynamic pro-
cess, how opinions spread over time is important, and graphs 
for these dynamics are presented in the Supplemental Material 
available at https://github.com/rgoldsto/SBSC.
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