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Highlights
Reassessing scientific concepts is es-
sential for scientific progress.

Bottom-up conceptual reengineering
agendas across science accommodate
previous evidence but ignore how the
collection of previous evidence was af-
fected by the concepts being assessed
at the time.

Cognitive and philosophical research
suggests similarities between concep-
A new wave of proposals suggests that scientists must reassess scientific con-
cepts in light of accumulated evidence. However, reengineering scientific con-
cepts in light of data is challenging because scientific concepts affect the
evidence itself in multiple ways. Among other possible influences, concepts
(i) prime scientists to overemphasize within-concept similarities and between-
concept differences; (ii) lead scientists to measure conceptually relevant dimen-
sionsmore accurately; (iii) serve as units of scientific experimentation, communi-
cation, and theory-building; and (iv) affect the phenomena themselves. When
looking for improved ways to carve nature at its joints, scholars must take the
concept-laden nature of evidence into account to avoid entering a vicious circle
of concept-evidence mutual substantiation.
tual influences on human perception
and conceptual influences on scientific
evidence.

Specifically, scientific concepts warp the
similarity and measurement fidelity of
phenomena; serve as units of scientific
experimentation, theorizing, and com-
munication; and influence the phenom-
ena themselves.

This challenge calls for new ways of
integrating previously collected data
and collecting new evidence when
reengineering scientific concepts.
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Revising scientific concepts: a challenge
Concepts lie at the core of scientific activity [1]. Psychologists investigate, describe, and treat
‘schizophrenia’ and ‘major depressive disorder,’ whereas chemists study and manipulate
‘calcium,’ ‘iron,’ and ‘helium.’ Concepts drive disciplinary specification, guide data collection,
and serve as the building blocks for theories. Concepts determine how scholars communicate
scientific findings and generalize them. ‘Schizophrenia’ treatments are applied to ‘schizophre-
nia’-diagnosed patients, but not to attention-deficit/hyperactivity disorder (‘ADHD’)-diagnosed
patients. Thus, the quality of scientific concepts within each discipline is closely linked to the
success of that discipline. Given the importance of conceptual systems for nearly all scientific
processes, scholars and philosophers have argued that they can, and should, be improved
(e.g., [2]).

Here, we argue that concept-dependence of evidence (see Glossary) is a central challenge
when reengineering scientific concepts. Building on a rich philosophical literature on the
concept-ladenness of scientific observation (see Box 1) and empirical work in cognitive science
on the concept-ladenness of human perception, we propose mechanisms by which scientific
concepts influence scientific evidence. Following philosophical debates [3–7], we suggest that
the concept-dependence of scientific evidence is a double-edged sword. Concepts serve as
foundational units of scientific activity and enable scientists to make progress by not being
overwhelmed by the blooming, buzzing confusion of the world. However, they can also
inappropriately tether scientists to their early ontologies, forming a vicious cycle of concepts
substantiating themselves via the evidence they affect. We conclude that an essential, but
often overlooked, step toward designing better conceptual systems in science is taking the
concept-ladenness of evidence seriously.
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Box 1. ‘Pure’ scientific evidence

Philosophers have thoroughly explored the relationship between observation and its context, articulating a variety of po-
sitions, from treating scientific observation as theory-free [107] to showing the contingency of scientific observation on
its social and historical contexts [7]. By examining cases in the history of science, many scholars have argued that evidence
is not a ‘view from nowhere’ – neutral and value-free information provided by reality. Instead, it is a highly contextualized
interpretation of it, passed through cognitive, culture-specific, and method-specific filters [7,8,108]. The theory-ladenness
of observations has been convincingly demonstrated for historical cases in microbiology, chemistry, and astronomy,
among others [35,36,109]. Some scholars [35,110] have hypothesized that theory-laden effects on observations are
the strongest when the data (‘bottom-up signal’) are weak, ambiguous, or noisy. For others [64,108], the development
of more advanced measurements (e.g., photography, x-rays, or high-resolution fMRI) does not allow the data to better
‘speak for itself.’ Rather, it shifts the interpretive function onto the technical aspects of the instruments, cleaning and
analyzing their output, and the final reporting of the results by scientists.

Philosophers have used parallels between human perception and scientific observation to advance our understanding of
both [5,36,37,85,111]. For instance, Hanson [37,62] used insights from Gestalt psychology to show how scientific obser-
vation is affected by scientists’ theories. Humans perceive ambiguous figures (e.g., duck vs. rabbit) as different, mutually
incompatible, entities, interpreting their parts in different ways. Similarly, scientific concepts and their associations influence
what is noticed, assumed, and predicted even for the same observation [112–115]. The 13th-century astronomer sees the
sun asmoving around the Earth from dusk to dawn, but the 20th-century astronomer sees the Earth as rotating around the
sun. Churchland [5] argued that human perception and scientific observation are both concept-mediated and thus should
have equal epistemic status. Estany [83] appealed to the theory of interactive vision to demonstrate how the interaction of
top-down (conceptual) and bottom-up (data-driven) influences can result in partial scientific knowledge about the world.
Others have, on the contrary, questioned the empirical and theoretical evidence for conceptual influences on perception
and its implications for science [48,116,117].
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Glossary
Circular reasoning: a type of
reasoning where the proposition is
supported by the premises, which are
themselves supported only by the
proposition.
Concept dependence
(concept‐ladenness) of scientific
evidence: scientific facts are shaped by
the concepts scientists use. In this
paper, we use ‘concept-ladenness’ and
‘theory-ladenness’ interchangeably.
Concept reengineering: assessing
and improving conceptual systems.
Conceptual pluralism: openness of
the scientific field to different ways to
conceptualize the same set of
phenomena.
Ontology (computer science): a
formal specification of the domain of
shared knowledge (often includes
entities, their properties, and
relationships between them; [131]). For
example, an ontology of cognitive
processes might include ‘attention,’
‘memory,’ and ‘perception’ (entities);
their properties (e.g., ‘perception’ is fast
and low-level, can be investigated with
detection tasks); and their relationships
(e.g., information obtained from
‘perception’ is sent to ‘memory’ for
storage).
Ontology (philosophy): a branch of
metaphysics studying what types of
Ontology reengineering across sciences
Most scientific ontologies originate in folk theories and inchoate intuitions of the disciplines’ vision-
aries. Proposals for reconfiguring early ontologies based on newly acquired evidence are com-
mon in applied and fundamental disciplines, such as medicine, chemistry, biology, psychology,
neuroscience, geology, and others. We provide a brief overview of modern trends to reengineer
scientific ontologies, covering three domains of knowledge as examples: (i) cognitive, behavioral,
and neural sciences; (ii) medicine and psychiatry; and (iii) chemistry (see Box 2 for reengineering
Box 2. Reengineering ontologies: methods

Scientific concepts can change based on accumulated scientific evidence. One promising approach for revising a scientific
ontology is integrating all domain-relevant data and uncovering its underlying structure [118]. Designing concepts based
on all available information can, in principle, lead to ontologies that partition phenomena into the most informative or useful
units, given the state of the field. Some approaches automatically synthesize published work to find semantic clusters in
the fields. For example, topic modeling harnesses co-occurrences of terms in scientific papers to infer research themes
that compose together to generate papers [119]. Scientific fields can also be inferred from citation and collaboration pat-
terns [120–122]. The discovered clusters of research can then be used to infer underlying entities that the scientists study.

Some approaches mine patterns of data from published work and then ask scientists to synthesize the gathered informa-
tion and provide definitions and relationships among the mined concepts. For example, Gene Ontology is an open-ended
database of the definitions for biological entities (molecular functions, cellular components, and biological processes) and
relationships between them, based on crowdsourced annotations of published records [123]. The database has been
progressively developed for over 20 years and now includes over 45 000 terms and over 134 000 relationships between
them [124]. Cognitive Atlas [125] is a crowdsourced database of mental constructs that includes their definitions, relation-
ships, and ways to measure them (e.g., psychological tasks). Cognitive Atlas combines both the publication record and
the expertise of cognitive scientists, psychologists, and neuroscientists who are tasked with explicating the field’s ontol-
ogy. Similarly, precision medicine harnesses Big Data to reveal patient kinds, disease kinds, treatment kinds, and their re-
lationships to improve diagnosis and treatment [19]. Here, symptoms, patients’ features, medical history, and treatment
efficacy are clustered according to the available data, and new patients receive individualized treatments based on the
cluster of patients to which they are most similar.

Other mechanisms of conceptual reengineering include causal modeling (carving up kinds based on the different causal
mechanisms that putatively give rise to them), weighting the dimensions of evidence (deciding which measurements
should have priority for categorization: e.g., neural vs. behavioral evidence), lumping concepts together, and splitting
them apart.
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things exist and what their properties
and relationships are.
Self‐substantiating method:
evidence obtained from a method is
taken as supporting the method itself.
Underdetermination argument:
evidence alone is insufficient to
determine a unique theory to explain the
observed phenomena, as multiple
theories can be equally consistent with
the available evidence.
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methods). In the following section, we articulate the mechanisms that challenge these
reengineering agendas.

Neural, psychological, and behavioral sciences
The study of human psychology and behavior in the West is most influenced by folk wisdom
and a classification of mental processes that is over a century old ([8]; e.g., [9]). Thus, we typically
think of human behavior as driven by latent mental processes, such as sensation, perception,
attention, learning, memory, language, motivation, emotion, and subkinds of these processes
(e.g., long-term and short-term memory).

Cognitive science has seen a recent rise in proposals to debunk or reconsider the current con-
ceptualizations of mental processes and kinds. Their premise is that psychological kinds
ingrained in folk wisdom or Western scholars’ early intuitions are unlikely to correspond to the
most appropriate joints in the psychological data [10,11], and accumulated data can drive a prop-
erly evidence-based method for finding more useful conceptualizations. Recent proposals
include integrating neuroevolutionary data to revise psychological categories [12] or using neuro-
scientific data to develop new concepts for neuroscience [13,14]. Other proposals suggest
reconsidering even the format of our scientific concepts: For instance, Barrett [15] concludes
that the century-long search for the correlates of the ‘core emotions’ (e.g., ‘fear’ and ‘anger’)
has been futile (also, see [16]) and instead recommends exploring other types of representations,
such as dimensional spaces (also, see [17]), for describing emotional states.

Precision medicine and psychiatry
Medicine’s conceptual systems are anchored in folk concepts from traditional medicine and early
insights from Renaissance scholars. A recent reconceptualization in medicine involves explicitly
considering macro-level social factors in categorizing pathologies; this approach has been fruitful
in explaining why some diseases, such as HIV/AIDS, coronary heart disease, cancer, and others,
cluster together in populations under social or environmental stress [18]. Moreover, the recent
rise of Big Data, personalized health applications, and machine learning tools has opened up
new possibilities to reassess medicine’s concepts based on large datasets. Databases that re-
cord symptoms and their co-occurrences, genetic information, the efficiency of different types
of treatment, and characteristics of individuals (e.g., lifestyle and diet) and their environment
offer promise in grounding personalized treatments and future research in empirical patterns
rather than early scholars’ conceptual intuitions [19–21].

Similarly, the taxonomy of psychiatric disorders, primarily inspired by 19th- and 20th-century
scholars such as Kraepelin and Bleuler, is now being revised on the basis of behavioral, phenom-
enological, and biophysiological data. Two major approaches on this front are RDoC (Research
Domain Criteria) and HiTOP (Hierarchical Taxonomy of Psychopathology), which aim to move
away from rigid categories and toward dimensional accounts of psychopathology. RDoC is an
ongoing effort to reconceptualize psychopathology based on the data accumulated across bio-
logical levels (e.g., genetic, neurophysiological, behavioral data) and domains (e.g., social and
cognitive processes) [22,23]. HiTOP, however, aims to construct hierarchical mapping of psycho-
pathology based on the empirical associations among reported symptoms, signs, diagnoses,
and maladaptive behaviors [24].

Periodic systems in chemistry
Mendeleev’s periodic system of elements is perhaps the most elegant and widely accepted sci-
entific ontology. Mendeleev is typically famed for having discovered the underlying order in the
diverse chemical and physical properties of matter. However, historical evidence traces hundreds
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CellPress logo


Trends in Cognitive Sciences
of alternative periodic systems that group the elements differently or use different spatial models
for reflecting these regularities: helices, circles, pyramids, and others [25,26] (see a web data-
base: https://www.meta-synthesis.com/webbook/35_pt/pt_database.php). In many ways, the
choice of Mendeleev’s table as the widely accepted ontology might be historically contingent
rather than a rational and inevitable choice of the structure that best reflects the available data.
After the table was widely recognized and awarded a Nobel Prize, scholars started observing
its successful predictions of several new elements. However, it has been argued that
Mendeleev’s table has made at least as many unsuccessful as successful predictions [26–28].
Moreover, despite the table’s universal acceptance and the enormous efforts of scholars to fit
everything into it, many elements still do not seem to neatly fit into their current positions in the
table [29]. For instance, the International Union of Pure and Applied Chemistry recently assigned
a task group exclusively dedicated to finding a more appropriate place for the f-block of elements
(‘rare earths’) in the table [30,31] (https://iupac.org/project/2015-039-2-200/).

Apart from the efforts to fit all available data into the existing table and proposals to reassess the
positions of particular elements in it, there have also been arguments in support of completely
restructuring the current periodic ontology [32], or reconsidering the entities that constitute its
basic units [33]. Moreover, scholars have proposed new element arrangements that would better
capture useful regularities for their specific fields, such as the periodic table for earth sciences,
which focuses on the similarities of elements according to their geological, rather than chemical,
features [34].

Mechanisms underlying concept-laden influences on scientific observation
The idea that scientific ontologies should be continuously reconsidered in light of the available
data is not novel. Psychology, for instance, has been attracted by the promise of neuroimaging
methods for informing the classification of mental processes for more than 40 years [10]. How-
ever, the rise of new technologies and the accumulation of ‘big brain’ databases have had little
effect in diminishing the entrenchment of the traditional Western taxonomy of mental processes.
Similarly, in chemistry and physics, the development of new technologies, the collection of new
data, and even the synthesis of ‘extreme’ superheavy elements predominantly just keep showing
how correct Mendeleev was. Did the early visionaries, such as James and Mendeleev, and their
contemporaries happen to carve nature at its joints in exactly the right way without the benefit of
ample data, advanced measurement instruments, or computer technologies that we now have?

Following philosophical work on theory-ladenness of observation [5,35–37], we suggest that the
reason ontologies rarely change is not because they perfectly capture all useful distinctions in the
studied phenomena from their first iteration. Instead, ontologies, once in place, heavily affect the
evidence that serves as a basis for evaluating and potentially reengineering them (Figures 1 and 2
and Box 1). Here, we present candidate mechanisms by which ontologies affect scientific evi-
dence, drawing insights from both scientific practice and cognitive science research showing
conceptual influences on human perception.

Concepts warp the similarity space of phenomena
Scientific concepts change how scientists observe similarities and differences among entities in
their field of study. If entities are represented as coordinates in a high-dimensional space of
their (measurable) properties, then scientific concepts warp these coordinates in several ways.

Evidence conforming to conceptual distinctions is emphasized, and contradicting
evidence is neglected. Concepts warp human perception of objects and events, often making
the entities that belong to the same concept appear more similar to each other and entities from
Trends in Cognitive Sciences, July 2023, Vol. 27, No. 7 659
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(Aii) Concept-relevant dimensions are measured more 
accurately than concept-irrelevant dimensions

(B) Concepts provide dimensions for construing scientific 
experiments, communication, and reasoning

(A) Concepts warp the similarity space of phenomena

(C) Ontologies affect the phenomena themselves

(Ai) Evidence that conforms to conceptual distinctions 
is emphasized and the evidence that contradicts the 
distinction is deemphasized

TrendsTrends inin CognitiveCognitive SciencesSciences

Figure 1. Functionally different mechanisms of conceptual influences on scientific observations. (Ai) Over time, the within-concept phenomena (As or Bs)
become more similar to each other, and between-concept phenomena (A vs. B) become more different, due to biases in measuring, analyzing, communicating, and
applying scientific results. One mechanism underlying such change is selective neglect of the observations that contradict conceptual distinction. (Aii) When a
conceptual distinction is made between As and Bs, then phenomena are more accurately measured along the dimensions that distinguish As from Bs (here, the
vertical dimension is conceptually important). (B) Once a concept enters a scientific ontology, it becomes a dimension onto which individual observations are projected
for experimentation, communication, and theorizing purposes. The observations (dots) become represented in terms of their positions along a conceptually relevant
axis (A). (C) Phenomena change in response to the introduced conceptual distinction. For instance, once categorized into As and Bs, the A exemplars (yellow dots)
change their properties to move away from the B exemplars, and vice versa.
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different concepts appear more different than they would without possession of the concepts
[38]. For example, professional musicians are more likely than novices to notice a difference be-
tween major and minor intervals than they are to notice a physically equated difference between
two intervals that are both major or both minor [39]. Similarly, human perception and memory of
perceptual attributes of objects that belong to a category tend to assimilate to the category
[40–44]. Participants’ perceptual estimation of items and their features is also often biased
away from the boundary that distinguishes one concept from another. For example, perception
of an exemplar of one type of fish will be moved away from the features characterizing another
fish category to prevent erroneous misclassification [45].

In science, ontologies influence data collection, reporting, communication, and field specialization
in ways that make the phenomena that belong to the same class in the ontology more similar to
each other and phenomena from two different classes more different (Figure 1Ai). First, studies
are rarely conducted to explore potential differences in items or events that belong to the same
660 Trends in Cognitive Sciences, July 2023, Vol. 27, No. 7
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Figure 2. Examples of specific concept-laden biases at different stages of the scientific process. These practices cumulatively contribute to the functional
changes in scientific evidence, which include warping of the similarity space of phenomena; reinforcement of existing concepts as units of experimentation,
communication, and theorizing; and effects on the studied phenomena themselves.
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category in the ontology [46,47]. For instance, psychological studies typically take a modular ap-
proach – they study only one putative mental process (e.g., ‘perception’) while aiming to
completely isolate influences from ‘other processes’ (e.g., ‘attention’ or ‘memory’; see [48] for a
Trends in Cognitive Sciences, July 2023, Vol. 27, No. 7 661
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defense of such approach). Second, limited information exchange between scholars who spe-
cialize in studying different elements of an ontology (e.g., attention and decision making; schizo-
phrenia and ADHD) diminishes their influence on each other’s research in terms of experimental
design, data analysis, reporting, and interpretation. The content-based filtering exhibited bymany
paper recommendation systems (e.g., Google Scholar) can further isolate already compartmen-
talized scientific communities [49,50]. These differences can superficially exacerbate the dispar-
ities in the evidence that scholars from different areas obtain. Finally, studies that do not clearly
fall into the tradition of studying one or another conceptually delineated entity frequently fail to
find a place in academic discourse. For instance, science has a long history of resisting work
that requires major reconceptualization, which famously characterizes the Copernican revolution,
the transition from the corpuscular to wave theory of light, and the adoption of Mendel’s theory of
independent inheritance of different traits [51]. This dynamic can create a published record of
evidence that edits the ambiguous or undesirable zones out of the body of evidence, leading to
the mistaken impression that already existing concepts aptly describe the full range of a field’s
phenomena.

These ontology-driven effects are potentially exacerbated by the lack of feedback when applying
scientific knowledge to practice. For instance, oncologists have noticed that the overarching con-
cept of ‘cancer’ potentially hides the inter- and intratumor heterogeneity that determines disease
causes, progression, and treatment outcomes. Considering ‘breast cancer’ as a category that
unifies its variants primes scientists and doctors to apply the same treatments to all ‘breast can-
cer’ cases, ignoring the variability that has recently been found to be crucial for treatment effec-
tiveness [52]. Similarly, treating ‘tumor’ as a unitary entity may prime scientists and practitioners
to ignore the heterogeneity of cells within a tumor, which, again, has recently been implicated
as essential for cancer diagnosis and treatment [53]. Similar arguments have been emerging in
psychiatry. For instance, researchers have argued that the poorly developed autism spectrum
disorder (ASD) diagnosis clumps multiple diverse subgroups together, thus making it difficult to
assess whether within-ASD heterogeneity is potentially meaningful [54]. Similarly, different
major depressive disorder (MDD) scales have been used interchangeably in different studies
and by practitioners, putting the results in the same ‘MDD’ basket. Only recently has it been
noted that these scales have very little overlap in what they measure (e.g., only 12% of symptoms
are shared among several scales). Their interchangeable use as ‘MDD scales’ could have partially
hidden potential heterogeneity in the phenomena they end up capturing [55].

Concept-relevant dimensions are measured more accurately than concept-irrelevant
dimensions. Human perceptual systems (e.g., vision) have limited resources; thus, they must
tune to the perceptual features that are most relevant for our cognitive demands, such as cate-
gorization and communication, at the expense of other features [38,40]. For instance, when
human participants are trained with new categories, they become perceptually attuned to the di-
mensions that are diagnostic for categorization. As a result, humans perceive, reconstruct, and
encode these features more accurately [45,56–61] than nondiagnostic features. Real-life exam-
ples of this effect include radiologists becoming perceptually tuned to the features that distinguish
malignant from benign tumors.

Similarly, scientific concepts determinewhich aspects of a phenomenon scientists record, pay at-
tention to, and share with others (Figure 1Aii). The dimensions characterizing a conceptual sys-
tem prime scientists to attend to some aspects of the data at the expense of other aspects.
For instance, the geometrical thinking of early physicists (e.g., Descartes) may have led to their
neglecting the temporal aspect of moving bodies, which was later found to be crucial for devel-
oping successful theories of object motion [62]. Atemporal conceptualization of diseases, such
662 Trends in Cognitive Sciences, July 2023, Vol. 27, No. 7
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as tuberculosis, may have turned medical scientists' and practitioners’ attention away from pat-
terns in the pathology’s progression that are crucial for its treatment [63]. Concepts influence
what is recorded and analyzed in neuroscience: For example, neuroimaging studies tend to
focus on ‘conceptually relevant’ parts of the brain while markedly deemphasizing the rest [64].
Thus, fear studies may only causally manipulate or analyze the neural activity in amygdala as a re-
gion of interest – a practice that has recently been challenged by network neuroscience [65].

Conceptually distinct phenomena prime scientists to use different measurement instruments for
their study. For example, the creation of the virus concept helped scientists to develop new mea-
surements for its study, instead of reusing previously developed technology for studying bacteria
[66]. Cognitive scientists exploring different mental processes employ different tasks. For exam-
ple, perception studies often use simple signal detection paradigms, whereas overt attention re-
search often employs eyemovement paradigms (e.g., visual search). These effectsmake the data
obtained by researchers studying different entities within an ontology incompatible, which pre-
sents a challenge for resynthesizing the data when coming up with new conceptual distinctions
that cut across previous categories. In this manner, tailoring experimental methods to specific
constructs serves to reinforce existing conceptual distinctions.

Concepts provide dimensions for construing scientific experiments, communication, and
reasoning
Concepts serve as mental units for our perception, cognition, and action. ‘Llama’ is a useful
concept because once we know that something is a llama, many properties can be inferred
(these associations also lead to expectation-based effects when scientists are working with the
evidence: Box 3). Once a concept has been formed, it can be combined with other concepts
to intervene on the world around us [67–69]. Here, concepts are essential for reasoning because
most properties of individual exemplars (e.g., llama 1 and llama 2) can be ignored – ideally, the
concept serves as a reasonable proxy for communicating about, thinking about, and deciding
how to behave around a llama.

Similarly, scientific concepts serve as interactive units for experimentation. Chemists add
‘sodium’ to ‘chlorine,’ while educational psychologists manipulate students’ ‘attention load’
and ‘motivation’ when attempting to improve students’math learning. Here, concepts determine
Box 3. Expectation-based effects: perceiving what is not there and missing what is there

Cognitive scientists have shown that humans often completely miss an unexpected and unattended stimulus (e.g., large
gorilla) even when it is present in their plain sight [126–128]. Similarly, concept-driven expectations often make scholars
miss the patterns that are present in data. For instance, mitochondria were only discovered relatively late in biology, in
1857, by Albert van Kolliker, a long time after microscopy was invented by van Leeuwenhoek in the 1670s. Even when
there was clear evidence for mitochondria, given the decent optics of microscopes in the 1700s, scientists ignored them,
with justifications such as ‘there is a smudge on the cover slip’ or ‘part of the cell is damaged’ [129].

Conversely, scientific concepts can lead scientists to see things that are not present in the data. Ontologies do not only
discretize observations on the basis of some criteria – concepts also serve as efficient compressions of all their theoretical
and data-driven associations. These associations lead scientists to perceive ambiguous or hidden properties in the data. In
some cases, concept-driven associations lead scholars to consistently perceive evidence that was completely absent in
the data. For example, in the 20th century, a subdiscipline in French physics was devoted to studying a new physical phe-
nomenon, N-rays. After unsuccessful attempts to replicate these studies in other countries and further investigation, it
turned out that the N-rays were simply in the eyes of the experimenters. When the proposed ‘necessary conditions’ for
eliciting N-rays were secretly switched off, French scientists still ‘detected’ N-rays in the data [35,110]. Similarly, many fa-
mous results in psychology and social sciences have failed replication tests. Replication crises have also been identified in
other disciplines, such as biology, medicine, and computer science. As many as 40% of published psychological studies
report effects that do not capture any real regularity [130] – this phenomenon has been partially linked to concept-laden
expectations influencing scientists’ data analysis, reporting, and publishing decisions.
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what kinds of interventions are even considered by scientists and which interventions are treated
as equivalent. Before the widespread recognition of the importance of isotopes – elements shar-
ing their position in the periodic table but characterized by different numbers of neutrons in their
nuclei –in the 1940s, chemists were indifferent to which isotope of an element they used in a
chemical reaction [70]. Likewise, a psychologist working with the concept of ‘attention load’
may treat its different experimental manipulations as equivalent.

Concepts serve as compact compressions of the rich evidence associated with them for scien-
tists’ communication and reasoning (Figure 1B). When we plan new studies on ‘attention’ or dis-
cuss ‘schizophrenia’we operate with rich associations (e.g., accumulated evidence, relationships
to other concepts) as compressed into discrete labels (or projected onto conceptual dimensions:
[71]). Such compressions can be combined when conceiving of new experimental designs, mak-
ing predictions, and developing new theories [72]. In these ways, conceptual systems determine
what is remembered and what is forgotten by the scientific record, as well as which possibilities
are considered for future exploration [73].

Ontologies affect the phenomena themselves
In some cases, ontological distinctions affect the categorized phenomena themselves
(Figure 1C). Social, medical, and psychological sciences can ‘make up people,’ creating new
ways for them to be, such as a patient with ‘multiple personality disorder.’Ontologies loop people
into new types of interactions with other people and institutions [74,75]. Once ‘autism’ was iso-
lated as a diagnostic term, new institutional procedures and recommendations for families and
schools were created [76]. Some effects, such as stereotyping, can cause humans to conform
to the conceptual distinctions imposed on them. Alternatively, categorization can create resis-
tance or other reactive responses in humans being categorized [77]. The stigmatization of psychi-
atric disorders in society affects people who have been diagnosed with them in various ways [78].

Overall, human science ontologies can have nonlinear and nuanced influences on their subjects
[79,80]. For instance, ‘hysteria’-diagnosed patients used to see the same doctors, receive the
same treatments, and learn from each other what ‘hysteria’was. As ‘hysteria’was gradually broken
down into ‘epilepsy,’ ‘infertility,’ and ‘personality disorders,’ among other categories, ‘hysteria’ pa-
tients became separately treated by science, society, the medical establishment, and themselves
[74,81]. Bowker and Star [63] analyze ways in which being diagnosed with ‘tuberculosis’ used to
influence one’s life, which includes being isolated with other ‘tuberculosis’ patients for a long
time, being stigmatized or romanticized by the rest of the society, adapting to the ‘tuberculosis’ san-
atorium lifestyle, and sometimes resisting return to a mainstream life after recovery.

Humans are moving, rather than stationary, targets for classification. After being classified by ex-
perts, they change in response to the ontologies imposed on them. Similarly, phenomena from
nonsocial domains (e.g., chemistry) can also change in response to a conceptual system through
its influences on human scientists and engineers. For example, the periodic table establishes the
building blocks for the application of chemical knowledge. This influences the abundance of
certain chemical compounds and elements on Earth, most dramatically exemplified by the very
existence of laboratory-created superheavy elements [82]. These completely new, although
short-living, elemental building blocks of matter exist because an ontology has led scientists to
create them.

Mutual interactions of ontologies and evidence
Scientific evidence and concept engineering are in a closed-loop interaction with each other [83].
Not only is scientific observation concept-laden, but also the concepts are underdetermined by
664 Trends in Cognitive Sciences, July 2023, Vol. 27, No. 7

CellPress logo


Trends in Cognitive Sciences
observations [84]. The mutually reinforcing interactions of scientific concepts and evidence can
take two possible dynamics [85]. They can form a vicious circle, by which scientific ontologies
and evidence reinforce each other, resulting in no progressive change. Alternatively,
bootstrapping may occur, by which the concept-ladenness of observation enables scientists to
create new, more productive systems of knowledge. A recent study on perceptual learning dem-
onstrates these two possibilities: When learning to discriminate or estimate themotion direction of
stimuli without feedback, adults improve at the categorical discrimination (clockwise vs. counter-
clockwise) at the expense of having an exacerbated (categorically induced) bias in estimating the
actual direction of motion [61]. Figure 3 (Key figure) demonstrates two putative ways of viewing
empirical and theoretical developments in chemistry as a vicious or benign interaction of concepts
and evidence. From one perspective, the periodic table can be viewed as an ontology that hin-
dered scientists’ recognition of practically and theoretically important empirical phenomena
such as isotopes (within-element heterogeneity in physical and chemical properties) and noble
gases (a class of elements not originally included in the table), and directed scientists toward po-
tentially fruitless paths, such as synthesizing practically useless superheavy elements to fill in
empty cells in the table. Alternatively, one can view theoretical development in chemistry as a pro-
gressive bootstrapping by which concepts and empirical evidence inform each other – the peri-
odic table directed scientists toward experimental designs that enabled them to discover
Key Figure

Illustration of vicious and benign interactions between concepts and evidence

Benign cycle Vicious cycle

Early chemical 
observations

Periodic table

Conceptualization of 
atomic number and isotopy  

New column in the table,
conceptualization of 
electron shells (orbitals)

Discovery of new 
elements predicted by 
the table

Superheavy 
element synthesis

Early chemical 
observations

Premature and 
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acceptance of 
Mendeleev’s periodic 
table

Noble gases 
discovery

Experiments to fill in 
the empty cells in the 
table

Isotopes and noble gases 
ignored for decades 

Isotopes finally 
noticed

Conceptualization of 
electron shells 
(orbitals)

Synthesizing 
superheavy  
elements (which 
typically have no 
practical use) to 
add “new things” 
to the table

Multiple 
representations 
proposed to account 
for the data

Half of table 
predictions of 
new elements 
failed

Noble gases finally 
noticed

New column added to  
the table because 
noble gases do not fit 
anywhere else
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because otherwise 
the whole table must 
be abandoned
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the atomic weight
over other 
properties of 
elements
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Figure 3. Benign cycle represents a case when conceptual and empirical developments affect each other in a way that facilitates scientific progress. Vicious cycle
corresponds to cases when concepts and evidence reinforce each other, resisting progressive change. Note that for historical scientific cases, we typically cannot
know whether the concepts and evidence interact in productive (benign) or unproductive (vicious) ways, except in hindsight; therefore, it is crucial to consider both
possibilities.
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isotopes and noble gases, which then served as reasons to revise the chemical theories and the
table itself. The perspective outlined in this section aims to help scientists consider both harmful
and benign interactions of concepts and evidence in their disciplines.

Why ontologies rarely change: vicious circles
Even the most ambitious conceptual reengineering agendas ignore the dependence of evidence
on the ontological context. ‘Episodic memory’ and ‘attention’ have been studied by different
groups of scholars who rarely talk to each other; use different, often incompatible, methods;
and focus on different properties in the data (e.g., retrieval contents vs. accuracy). ‘ADHD’ and
‘schizophrenia’ are studied by different scholars who often look at data from different brain
areas and use different behavioral tests, whose patients receive different treatments and might
conform to their diagnoses (see a similar discussion in [86]). The periodic table, which emphasizes
the atomic number and the properties that co-occur with it, may have led to more data recorded,
communicated, and noticed about these properties and their predicted co-occurrences and less
data on the less ‘essential’ properties as deemed by Mendeleev’s table. Thus, scientists may in-
advertently enact the structures that the ontologies postulate as existing in the world (this possi-
bility has been discussed in the philosophy and sociology of knowledge: e.g., [87]).

Taking evidence at its face value when reengineering scientific concepts risks reinforcing a vicious
cycle of self-fulfilling prophecies. Scientists reengineer an ontology based on evidence that has
been crucially shaped by their preexisting concepts, find that these concepts fit the structure ob-
served in the data, and become increasingly convinced in the aptness of the original ontology, let-
ting it affect subsequent evidence collection even more.

When ontologies change: bootstrapping
A progressive change in scientific ontologies is possible. Philosophers have argued that scientific
concepts can come closer to capturing inductively powerful aspects of the world despite the
theory-ladenness of scientific observation and the underdetermination of concepts by the evi-
dence [4]. For instance, Kuhn used the paradigmatic shift from the Ptolemaic to Copernican view
in astronomy as an example of such progress. He suggests that this paradigm shift was enabled
by the gradual accumulation of evidence that did not fit into the Ptolemaic paradigm, as well as
the development of more advanced mathematical tools and telescopes that enabled more precise
predictions to be made and tested based on the two theories [36]. Recent discussions in the phi-
losophy of science have more thoroughly investigated the conditions for such progress, arguing
for the importance of taking multiple paths in making sense of the world (conceptual pluralism)
and therefore receiving diverse feedback from it [8,33,88], endorsing multiple perspectives and
looking for points of converging evidence across them [6], and using strict scientific consensus
criteria for identifying robust knowledge obtained by a diverse scientific community [89].

The permeation of scientific observation by concepts is not necessarily harmful. Mutual influences
of concepts and evidence lay at the core of constructing sophisticated conceptual systems and
successful scientific programs in the first place. For instance, measurement design and concept
formation mutually guided each other in the history of thermometry [3]. The early attempts to de-
sign a scale that could measure ‘true temperature’ always ended with a realization that there is no
standard temperature measurement that the measurement‐to‐be‐designed could be validated
against. However, bottom-up explorations of different temperature scales and their desirable
properties (e.g., stable calibration points) coupled with the parallel theoretic development of ther-
modynamics eventually resolved part of this issue by the two pursuits mutually informing each
other. Here, neither the concepts nor the evidence independently stand on their own. Working
in concert, both of them are responsible for the temperature scale we currently use.
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Outstanding questions
What mechanisms can capture
conceptual influences on scientific
evidence?

What factors determine the vicious
versus benign nature of the concept-
evidence interaction? Empirical and
historical research can help develop
methods for detecting benign or vi-
cious concept-evidence dynamics in
scientific fields.

How should scientists balance the
trade-off between conceptual plural-
ism (openness to different ontologies
for the same set of phenomena) and
standardization of concepts for scien-
tific communication?

Which types of representations are
best suited for capturing phenomena
in different scientific fields
(e.g., categorical vs. dimensional,
hierarchical vs. lattice, structure- vs.
process-based)?

Which kinds of tools (e.g., software)
could help scientists explore alternative
conceptual systems for their disci-
plines?
Concepts enable scientific progress by opening up new modes for learning and discovery
(e.g., analogy and mental simulation [90,91]). Moreover, conceptual influences on perception
often do not prevent, but rather facilitate, genuine conceptual change. A prominent series of stud-
ies on conceptual change in children’s understanding of physics [92] and case studies of scientists
undergoing conceptual change [4,36,90] show how empirical evidence can motivate and guide a
new, more apt conceptualization, even though it is filtered through a less apt conceptualization.
Here, symbols (concepts) enable analogical mapping and mental simulation as cognitive mecha-
nisms for comparing conceptual systems to the evidence and to each other, noting discrepancies,
which can eventually lead to a transformative transition between conceptual systems.

Human cognition can provide insights into how an adaptive system of perceptually grounded
concepts and conceptually laden perception can learn and successfully function. Conceptual in-
fluences on perception, when gradually acquired as an individual learns about the environment,
allow humans to excel across domains from simple tasks to intellectual, creative problems
[91,93–96]. In contrast, scientific practice has only existed for an exceedingly brief period of
time, evolutionarily speaking. For this reason, it might not have benefited from the independent
selection of the mechanisms that actually work well. Conceptual influences on evidence in sci-
ence are often neither carefully timed, nor weighted according to how well studied the concepts
are, nor governed by the particular mechanisms that have proved over eons to be successful and
robust. Accordingly, we have less reason to expect that the mutually constraining processes that
connect scientific concepts and evidence will give rise to successful ontologies. This shows a
promising direction for future work – bringing mechanistic insights from human perception and
learned expertise to explore ways to make concept-laden influences on scientific evidence
benign rather than vicious.

Concluding remarks
Conceptual reengineering in science operates on evidence already affected by the concepts to
be revised. The challenge of concept-laden scientific evidence calls for new approaches to con-
ceptual engineering that do not just take evidence at its face value when developing new ontol-
ogies for sciences. Cognitive research on perceptual and category learning could provide some
initial insights for developing these new approaches. For instance, one validated approach to
teaching Japanese speakers the tricky phonetic distinction between /r/ and /l/, which cuts across
phonetic categories that they have previously learned, is by constructing stimuli that highlight the
subtle distinction by eliminating most other sources of variation [97]. Perhaps laboratory-
contrived contexts and strategic, simplifying idealizations can also be fruitful in helping scientists
explore new concept-measurement pairs for their fields. Moreover, humans often acquire con-
cepts particularly effectively from caricatures – representations that systematically exaggerate a
concept in a direction opposite to other similar concepts, and think of concepts in terms of
caricatures when they are learning interrelated conceptual systems [98,99]. Given that many
scientific concepts occur within rich systems of interrelated concepts (e.g., periodic system of
elements), scientists might consider refining their conceptualizations by looking at extreme, not
just typical, cases.

Although more research is needed to explore and validate the methods that promote scientists’
progression through a benign, rather than vicious, interplay between concepts and evidence (see
Outstanding questions), here we offer some preliminary suggestions aimed at scientists, editors,
reviewers, ontologists, and funders: (i) recognizing the contingent nature of scientific concepts
(scientists) – being open to evidence that requires major reconceptualization, and being more ex-
ploratory when choosing dimensions to measure; (ii) recognizing the contingent nature of scien-
tific concepts (editors, reviewers, funders) – not dismissing evidence that does not neatly fit into
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contemporary conceptual schemes, and encouraging diversity in conceptualizations [100]; (iii)
encouraging integrative data collection efforts intended to broaden the scope of data available
to scientists [101–103] (scientists, funders); (iv) encouraging continuous reassessment of ontol-
ogies [104,105] and exploration of alternative representation formats (e.g., process-based, rather
than static entities-based, ontologies [106]) (scientists, funders); (v) keeping the potentially circu-
lar concept-evidence loop in check through other functions of science (scientists, funders) –
evaluating the quality of concepts and evidence by external measures of progress such as the
success of medical treatment, effective algorithms for applied problems, and connection to re-
sults in other fields; (vi) correcting for concept-dependent aspects of evidence when
reengineering (ontologists) – adding uncertainty around concept-laden features and similarities
when looking for new ways to partition evidence; and (vii) explicitly trying to reengineer concepts
(scientists, funders) – pursue projects that are explicitly aimed at critically examining and poten-
tially replacing current ontologies. These efforts will involve evidence obtained from studies out-
side of a field’s current conceptualization, systematic inquiry into accidental and ‘stumbled
upon’ results, and exploration of conceptualizations from other fields.

Acknowledgments
We are grateful to Ella Qiawen Liu, members of Lupyan lab, Doug Medin, Tyler Kelly, Josh Cynamon, Rich Shiffrin, and Dale

Zhou for their comments on the earlier versions of the manuscript.

Declaration of interests
The authors have no interests to declare.

References

1. Feest, U. (2010) Concepts as tools in the experimental genera-

tion of knowledge in cognitive neuropsychology. Spontaneous
Gener. 4, 173–190

2. Burgess, A. et al. (2019) Conceptual Engineering and Concep-
tual Ethics, Oxford University Press

3. Chang, H. (2004) Inventing Temperature: Measurement and
Scientific Progress, Oxford University Press

4. Kitcher, P. (1993) The Advancement of Science: Science With-
out Legend, Objectivity Without Illusions, Oxford University
Press

5. Churchland, P.M. (1979) Scientific Realism and the Plasticity of
Mind, Cambridge University Press

6. Massimi, M. (2022) Perspectival Realism, Oxford University
Press

7. Longino, H.E. (2018) The Fate of Knowledge, Princeton Univer-
sity Press

8. Medin, D.L. and Bang, M. (2014) Who’s Asking? Native Sci-
ence, Western Science, and Science Education, MIT Press

9. James, W. (1890) The Principles of Psychology, 1. Macmillan
London

10. Churchland, P.M. (1981) Eliminative materialism and proposi-
tional attitudes. J. Philos. 78, 67–90

11. Hommel, B. et al. (2019) No one knows what attention is. Atten.
Percept. Psychophys. 81, 2288–2303

12. Cisek, P. (2019) Resynthesizing behavior through phylogenetic
refinement. Atten. Percept. Psychophys. 81, 2265–2287

13. Buzsaki, G. (2019) The Brain From Inside Out, Oxford University
Press

14. Pessoa, L. et al. (2022) Refocusing neuroscience: moving away
from mental categories and towards complex behaviours.
Philos. Trans. R. Soc. Lond. Ser. B Biol. Sci. 377, 20200534

15. Barrett, L.F. (2006) Are emotions natural kinds? Perspect.
Psychol. Sci. 1, 28–58

16. Ortony, A. (2022) Are all ‘basic emotions’ emotions? A problem for
the (basic) emotions construct. Perspect. Psychol. Sci. 17, 41–61

17. Keltner, D. et al. (2023) Semantic space theory: data-
driveninsights into basic emotions. Curr. Dir. Psychol. Sci
Published online April 11, 2023. https://doi.org/10.1177/
09637214221150511

18. Singer, M. et al. (2017) Syndemics and the biosocial conception
of health. Lancet 389, 941–950

19. Ashley, E.A. (2016) Towards precision medicine. Nat. Rev.
Genet. 17, 507–522

20. Letai, A. (2017) Functional precision cancer medicine – moving
beyond pure genomics. Nat. Med. 23, 1028–1035

21. Gambardella, V. et al. (2020) Personalized medicine: recent
progress in cancer therapy. Cancers 12, 1009

22. Insel, T. et al. (2010) Research domain criteria (RDoC): toward a
new classification framework for research on mental disorders.
Am. J. Psychiatry 167, 748–751

23. Cuthbert, B.N. and Insel, T.R. (2013) Toward the future of psychi-
atric diagnosis: the seven pillars of RDoC. BMCMed. 11, 126

24. Kotov, R. et al. (2017) The Hierarchical Taxonomy of Psychopa-
thology (HiTOP): a dimensional alternative to traditional nosol-
ogies. J. Abnormal Psychol. 126, 454

25. Mazurs, E.G. (1974) Graphic Representations of the Periodic Sys-
tem During One Hundred Years, University of Alabama Press

26. Scerri, E. (2019) The Periodic Table: Its Story and Its Signifi-
cance, Oxford University Press

27. Scerri, E.R. and Worrall, J. (2001) Prediction and the periodic
table. Stud. Hist. Phil. Sci. 32, 407–452

28. Lente, G. (2019) Where Mendeleev was wrong: predicted ele-
ments that have never been found. ChemTexts 5, 17

29. Howgego, J. (2019) Resetting the table. New Sci. 241, 36–38
30. Scerri, E. (2021) Provisional report on discussions on group 3 of

the periodic table. Chem. Int. 43, 31–34
31. Cotton, S.A. et al. (2022) A comparison of the structural chem-

istry of scandium, yttrium, lanthanum and lutetium: A contribu-
tion to the group 3 debate. Coord. Chem. Rev. 455, 214366

32. Scerri, E. (2020) Recent attempts to change the periodic table.
Philos. Trans. R. Soc. A 378, 20190300

33. Chang, H. (2012) Is Water H2O?: Evidence, Realism and Plural-
ism, 293. Springer Science & Business Media

34. Railsback, L.B. (2003) An earth scientist’s periodic table of the
elements and their ions. Geology 31, 737–740

35. Brewer, W.F. and Lambert, B.L. (2001) The theory-ladenness of
observation and the theory-ladenness of the rest of the scientific
process. Philos. Sci. 68, S176–S186
668 Trends in Cognitive Sciences, July 2023, Vol. 27, No. 7

http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0005
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0005
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0005
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0010
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0010
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0015
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0015
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0020
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0020
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0020
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0025
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0025
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0030
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0030
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0035
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0035
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0040
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0040
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0045
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0045
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0050
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0050
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0055
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0055
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0060
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0060
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0065
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0065
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0070
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0070
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0070
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0075
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0075
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0080
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0080
https://doi.org/10.1177/09637214221150511
https://doi.org/10.1177/09637214221150511
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0085
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0085
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0090
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0090
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0095
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0095
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0100
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0100
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0105
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0105
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0105
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0110
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0110
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0115
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0115
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0115
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0120
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0120
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0125
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0125
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0130
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0130
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0135
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0135
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0140
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0145
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0145
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0150
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0150
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0150
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0155
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0155
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0160
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0160
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0165
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0165
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0170
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0170
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0170
CellPress logo


Trends in Cognitive Sciences
36. Kuhn, T.S. (1970) The Structure of Scientific Revolutions, 111.
Chicago University of Chicago Press

37. Hanson, N.R. (1969) Perception and Discovery, Freeman, Coo-
per & Company

38. Goldstone, R.L. and Hendrickson, A.T. (2010) Categorical per-
ception. Wiley Interdiscip. Rev. Cogn. Sci. 1, 69–78

39. Burns, E.M. and Ward, W.D. (1978) Categorical perception –

phenomenon or epiphenomenon: Evidence from experiments
in the perception of melodic musical intervals. J. Acoust. Soc.
Am. 63, 456–468

40. Bates, C.J. and Jacobs, R.A. (2020) Efficient data compression
in perception and perceptual memory. Psychol. Rev. 127,
891–917

41. Goldstone, R.L. (1995) Effects of categorization on color per-
ception. Psychol. Sci. 6, 298–304

42. Huttenlocher, J. et al. (2000) Why do categories affect stimulus
judgment? J. Exp. Psychol. Gen. 129, 220–241

43. Cibelli, E. et al. (2016) The Sapir-Whorf hypothesis and probabi-
listic inference: evidence from the domain of color. PLoS One
11, e0158725

44. Feldman, N.H. et al. (2009) The influence of categories on per-
ception: Explaining the perceptual magnet effect as optimal sta-
tistical inference. Psychol. Rev. 116, 752–782

45. Dubova, M. and Goldstone, R.L. (2021) The influences of category
learning on perceptual reconstructions. Cogn. Sci. 45, e12981

46. Klayman, J. and Ha, Y.-W. (1987) Confirmation, disconfirmation,
and information in hypothesis testing. Psychol. Rev. 94, 211

47. Nickerson, R.S. (1998) Confirmation bias: A ubiquitous phe-
nomenon in many guises. Rev. Gen. Psychol. 2, 175–220

48. Firestone, C. and Scholl, B.J. (2016) Cognition does not affect
perception: Evaluating the evidence for ‘top-down’ effects.
Behav. Brain Sci. 39, e229

49. Beel, J. et al. (2016) Research-paper recommender systems: a
literature survey. Int. J. Digit. Libr. 17, 305–338

50. Portenoy, J. et al. (2022) Bursting scientific filter bubbles:
Boostinginnovation via novel author discovery. In Proceedings
of CHI Conference on Human Factors in ComputingSystems,
pp. 1–13

51. Barber, B. (1961) Resistance by scientists to scientific discovery:
this source of resistance has yet to be given the scrutiny accorded
religious and ideological sources. Science 134, 596–602

52. Bertos, N.R. and Park, M. (2011) Breast cancer – one term,
many entities? J. Clin. Invest. 121, 3789–3796

53. Marusyk, A. et al. (2012) Intra-tumour heterogeneity: a looking
glass for cancer? Nat. Rev. Cancer 12, 323–334

54. Mottron, L. and Bzdok, D. (2020) Autism spectrum heterogene-
ity: fact or artifact? Mol. Psychiatry 25, 3178–3185

55. Fried, E.I. (2017) The 52 symptoms of major depression: Lack
of content overlap among seven common depression scales.
J. Affect. Disord. 208, 191–197

56. Goldstone, R.L. (1994) Influences of categorization on percep-
tual discrimination. J. Exp. Psychol. Gen. 123, 178–200

57. Livingston, K.R. et al. (1998) Categorical perception effects in-
duced by category learning. J. Exp. Psychol. Learn. Mem.
Cogn. 24, 732–753

58. Folstein, J.R. et al. (2013) Category learning increases discrim-
inability of relevant object dimensions in visual cortex. Cereb.
Cortex 23, 814–823

59. Notman, L.A. et al. (2005) The nature of learned categorical per-
ception effects: a psychophysical approach. Cognition 95,
B1–B14

60. Bates, C.J. et al. (2019) Adaptive allocation of human visual
working memory capacity during statistical and categorical
learning. J. Vis. 19, 11

61. Szpiro, S.F. et al. (2022) Perceptual learning improves discrim-
ination while distorting appearance. bioRxiv Published online
November 20, 2022. https://doi.org/10.1101/2022.09.08.
507104

62. Hanson, N.R. (1965) Patterns of Discovery: An Inquiry into the
Conceptual Foundations of Science, CUP Archive

63. Bowker, G.C. and Star, S.L. (2000) Of tuberculosis and trajec-
tories. In Sorting Things Out: Classification and its Conse-
quences, pp. 165–194, MIT Press

64. Gershman, S.J. (2021) Just looking: The innocent eye in neuro-
science. Neuron 109, 2220–2223

65. Bassett, D.S. and Sporns, O. (2017) Network neuroscience.
Nat. Neurosci. 20, 353–364

66. Bloch, C.L. (2012) Early concepts in investigative practice-the
case of the virus. In Scientific Concepts and Investigative Prac-
tice, pp. 191–218, De Gruyter

67. Dove, G. (2014) Thinking in words: language as an embodied
medium of thought. Top. Cogn. Sci. 6, 371–389

68. Piantadosi, S.T. et al. (2012) Bootstrapping in a language of
thought: A formal model of numerical concept learning. Cogni-
tion 123, 199–217

69. Overlan, M.C. et al. (2017) Learning abstract visual concepts via
probabilistic program induction in a language of thought. Cog-
nition 168, 320–334

70. Thornton, B.F. and Burdette, S.C. (2017) Chemistry’s decision
point: isotopes. In Elements Old and New: Discoveries, Devel-
opments, Challenges, and Environmental Implications, pp.
119–140, American Chemical Society

71. Grand, G. et al. (2022) Semantic projection recovers rich human
knowledge of multiple object features from word embeddings.
Nat. Hum. Behav. 6, 975–987

72. Goodman, N.D. et al. (2014) Concepts in a Probabilistic Lan-
guage of Thought. Center for Brains, Minds and Machines

73. Bowker, G.C. (1997) Lest we remember: Organizational forget-
ting and the production of knowledge. Account. Manag. Inf.
Technol. 7, 113–138

74. Bowker, G.C. and Star, S.L. (2000) 1Sorting Things Out: Clas-
sification and Its Consequences, MIT Press

75. Hacking, I. (1996) The looping effects of human kinds. In Causal
Cognition: A Multidisciplinary Debate (Sperber, D. et al., eds),
pp. 351–394, Oxford University Press

76. Hacking, I. (2007) Kinds of people: Moving targets. Proc. British
Acad. 151, 285–318

77. Ahn, W. and Perricone, A.M. (2023) Impacts of learning one’s
own genetic susceptibility to mental disorders. Curr. Dir.
Psychol. Sci. 32, 42–48

78. Boisvert, C.M. and Faust, D. (2002) Iatrogenic symptoms in
psychotherapy: A theoretical exploration of the potential impact
of labels, language, and belief systems. Am. J. Psychother. 56,
244–259

79. Jussim, L. (1986) Self-fulfilling prophecies: A theoretical and in-
tegrative review. Psychol. Rev. 93, 429–445

80. Tekin,Ş. (2011) Self-concept through the diagnostic looking glass:
Narratives and mental disorder. Philos. Psychol. 24, 357–380

81. North, C.S. (2015) The classification of hysteria and related dis-
orders: historical and phenomenological considerations. Behav.
Sci. 5, 496–517

82. Ball, P. (2019) Extreme chemistry: experiments at the edge of
the periodic table. Nature 565, 552–556

83. Estany, A. (2001) The thesis of theory-laden observation in the
light of cognitive psychology. Philos. Sci. 68, 203–217

84. Stanford, K. (2009 , Stanford University) Underdetermination of
scientific theory. In The Stanford Encyclopedia of Philosophy
(Winter 2021 Edition)

85. Stokes, D. (2021) Thinking and Perceiving: On the Malleability of
Mind, Routledge

86. Fried, E.I. (2022) Studying mental health problems as systems,
not syndromes. Curr. Dir. Psychol. Sci. 31, 500–508

87. Kukla, A. (2000) Social constructivism and the philosophy of
science, Psychology Press

88. Chang, H. (2022) Realism for Realistic People, Cambridge
University Press

89. Vickers, P. (2022) Identifying Future-Proof Science, Oxford
University Press

90. Nersessian, N.J. (2010) Creating Scientific Concepts, MIT
Press

91. Hofstadter, D.R. and Sander, E. (2013) Surfaces and essences:
Analogy as the fuel and fire of thinking, Basic books

92. Carey, S. (2009) The Origin of Concepts, Oxford University
Press

93. Goldstone, R.L. et al. (2015) Fitting perception in and to cogni-
tion. Cognition 135, 24–29

94. Goldstone, R.L. et al. (2010) The education of perception. Top.
Cogn. Sci. 2, 265–284

95. Gentner, D. (2003) Why we’re so smart. In Language in Mind:
Advances in the Study of Language and Thought, pp. 195–235
Trends in Cognitive Sciences, July 2023, Vol. 27, No. 7 669

http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0175
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0175
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0180
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0180
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0185
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0185
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0190
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0190
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0190
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0190
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0195
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0195
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0195
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0200
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0200
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0205
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0205
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0210
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0210
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0210
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0215
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0215
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0215
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0220
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0220
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0225
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0225
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0230
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0230
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0235
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0235
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0235
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0240
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0240
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0245
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0245
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0245
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0245
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0250
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0250
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0250
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0255
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0255
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0260
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0260
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0265
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0265
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0270
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0270
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0270
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0275
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0275
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0280
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0280
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0280
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0285
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0285
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0285
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0290
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0290
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0290
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0295
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0295
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0295
https://doi.org/10.1101/2022.09.08.507104
https://doi.org/10.1101/2022.09.08.507104
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0305
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0305
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0310
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0310
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0310
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0315
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0315
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0320
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0320
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0325
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0325
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0325
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0330
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0330
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0335
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0335
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0335
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0340
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0340
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0340
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0345
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0345
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0345
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0345
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0350
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0350
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0350
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0355
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0355
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0360
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0360
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0360
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0365
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0365
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0365
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0370
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0370
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0375
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0375
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0375
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0380
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0380
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0380
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0380
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0385
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0385
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0390
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0390
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0395
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0395
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0395
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0400
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0400
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0405
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0405
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0410
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0410
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0410
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0415
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0415
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0420
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0420
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0425
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0425
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0430
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0430
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0435
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0435
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0440
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0440
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0445
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0445
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0450
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0450
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0455
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0455
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0460
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0460
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0465
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0465
CellPress logo


Trends in Cognitive Sciences
96. Goldstone, R.L. (2003) Learning to perceive while perceiving to
learn. In Perceptual organization in vision: Behavioral and neural
perspectives, pp. 233–280, Lawrence Erlbaum Associates

97. Ingvalson, E.M. et al. (2012) Can native Japanese listeners learn
to differentiate /r–l/ on the basis of F3 onset frequency? Bilin-
gualism Lang. Cognit. 15, 255–274

98. Goldstone, R.L. et al. (2003) Conceptual interrelatedness and
caricatures. Mem. Cogn. 31, 169–180

99. Dror, I.E. et al. (2008) Helping the cognitive system learn: exag-
gerating distinctiveness and uniqueness. Appl. Cogn. Psychol.
22, 573–584

100. Dupré, J. (1993) The disorder of things: Metaphysical founda-
tions of the disunity of science, Harvard University Press

101. Baribault, B. et al. (2018) Metastudies for robust tests of theory.
Proc. Natl. Acad. Sci. 115, 2607–2612

102. Peterson, J.C. et al. (2021) Using large-scale experiments and
machine learning to discover theories of human decision-
making. Science 372, 1209–1214

103. Almaatouq, A. et al. (2022) Beyond playing 20 questions with
nature: integrative experiment design in the social and behav-
ioral sciences. Behav. Brain Sci. Published online December
21, 2022. http://doi.org/10.1017/S0140525X22002874

104. Greenfield, P.M. (2017) Cultural change over time: Why replica-
bility should not be the gold standard in psychological science.
Perspect. Psychol. Sci. 12, 762–771

105. Morawski, J. (2022) How to True Psychology’s Objects. Rev.
Gen. Psychol. 26, 157–171

106. van Geert, P. and de Ruiter, N. (2022) Toward a Process Ap-
proach in Psychology: Stepping into Heraclitus’ River, Cam-
bridge University Press

107. Hempel, C.G. (1965) Aspects of scientific explanation, 1. Free
Press, New York

108. Daston, L. and Galison, P. (1992) The Image of Objectivity.
Representations 40, 81–128

109. Fleck, L. (2012) Genesis and Development of a Scientific Fact,
University of Chicago Press

110. Brewer, W.F. (2012) The theory ladenness of the mental processes
used in the scientific enterprise: Evidence from cognitive psychology
and the history of science. In Psychology of science: Implicit and ex-
plicit processes, pp. 289–334, Oxford University Press

111. Feyerabend, P.K. (1970) Against Method: Outline of an Anar-
chistic Theory of Knowledge, University of Minnesota Press

112. Peterson, M.A. (2019) Past experience and meaning affect ob-
ject detection: A hierarchical Bayesian approach. In Psychology
of Learning and Motivation (70) (Federmeier, K.D. and Beck, D.
M., eds), pp. 223–257, Academic Press

113. Lupyan, G. (2017) Changing what you see by changing what
you know: the role of attention. Front. Psychol. 8, 553

114. Skocypec, R.M. and Peterson, M.A. (2022) Semantic Expecta-
tion Effects on Object Detection: Using Figure Assignment to
Elucidate Mechanisms. Vision 6, 19

115. Lupyan, G. and Ward, E.J. (2013) Language can boost other-
wise unseen objects into visual awareness. Proc. Natl. Acad.
Sci. 110, 14196–14201

116. Raftopoulos, A. (2001) Is perception informationally encapsu-
lated? The issue of the theory-ladenness of perception. Cogn.
Sci. 25, 423–451

117. Raftopoulos, A. and Zeimbekis, J. (2015) The Cognitive Penetrabil-
ity of Perception : An Overview. In The Cognitive Penetrability of
Perception: New Philosophical Perspectives (Zeimbekis, J. and
Raftopoulos, A., eds), Oxford University Press

118. National Academies of Sciences, Engineering, and Medicine
(2022) Ontologies in the Behavioral Sciences: Accelerating Re-
search and the Spread of Knowledge, National Academies
Press

119. Griffiths, T.L. and Steyvers, M. (2004) Finding scientific topics.
Proc. Natl. Acad. Sci. 101, 5228–5235

120. Fortunato, S. et al. (2018) Science of science. Science 359,
eaao0185

121. Boyack, K.W. et al. (2005) Mapping the backbone of science.
Scientometrics 64, 351–374

122. Peng, H. et al. (2021) Neural embeddings of scholarly periodi-
cals reveal complex disciplinary organizations. Sci. Adv. 7,
eabb9004

123. Ashburner, M. et al. (2000) Gene ontology: tool for the unifica-
tion of biology. Nat. Genet. 25, 25–29

124. Gene Ontology Consortium (2019) The gene ontology resource:
20 years and still GOing strong. Nucleic Acids Res. 47,
D330–D338

125. Poldrack, R.A. et al. (2011) The cognitive atlas: toward a
knowledge foundation for cognitive neuroscience. Front.
Neuroinform. 5, 17

126. Simons, D.J. (2000) Attentional capture and inattentional blind-
ness. Trends Cogn. Sci. 4, 147–155

127. Drew, T. et al. (2013) The invisible gorilla strikes again: Sus-
tained inattentional blindness in expert observers. Psychol.
Sci. 24, 1848–1853

128. Wolfe, J.M. et al. (2022) Normal blindness: when we Look But
Fail To See. Trends Cogn. Sci. 26, 809–819

129. Ernster, L. and Schatz, G. (1981) Mitochondria: a historical re-
view. J. Cell Biol. 91, 227s–255s

130. Open Science Collaboration (2015) Estimating the reproducibil-
ity of psychological science. Science 349

131. Gruber, T.R. (1995) Toward principles for the design of ontol-
ogies used for knowledge sharing? Int. J. Hum. Comput. 43,
907–928
670 Trends in Cognitive Sciences, July 2023, Vol. 27, No. 7

http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0470
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0470
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0470
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0475
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0475
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0475
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0480
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0480
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0485
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0485
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0485
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0490
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0490
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0495
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0495
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0500
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0500
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0500
http://doi.org/10.1017/S0140525X22002874
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0510
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0510
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0510
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0515
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0515
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0520
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0520
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0520
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0525
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0525
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0530
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0530
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0535
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0535
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0540
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0540
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0540
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0540
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0545
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0545
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0550
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0550
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0550
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0550
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0555
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0555
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0560
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0560
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0560
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0565
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0565
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0565
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0570
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0570
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0570
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0575
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0575
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0575
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0575
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0580
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0580
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0580
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0580
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0585
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0585
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0590
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0590
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0595
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0595
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0600
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0600
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0600
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0605
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0605
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0610
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0610
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0610
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0615
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0615
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0615
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0620
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0620
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0625
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0625
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0625
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0630
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0630
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0635
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0635
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0640
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf0640
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf9640
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf9640
http://refhub.elsevier.com/S1364-6613(23)00096-7/rf9640
CellPress logo

	Binder1.pdf
	cover.tif

	carving joints into nature.pdf
	Carving joints into nature: reengineering scientific concepts in light of concept-�laden evidence
	Revising scientific concepts: a challenge
	Ontology reengineering across sciences
	Neural, psychological, and behavioral sciences
	Precision medicine and psychiatry
	Periodic systems in chemistry

	Mechanisms underlying concept-laden influences on scientific observation
	Concepts warp the similarity space of phenomena
	Concepts provide dimensions for construing scientific experiments, communication, and reasoning
	Ontologies affect the phenomena themselves

	Mutual interactions of ontologies and evidence
	Why ontologies rarely change: vicious circles
	When ontologies change: bootstrapping

	Concluding remarks
	Acknowledgments
	Declaration of interests
	References


	Blank Page
	Blank Page



