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The division of linguistic labour (DLL), initially theorized by philosophers, has gained the attention of cognitive scientists in the last decade. Contrary to some controversial philosophical accounts of DLL, we propose that it is an extended mind strategy of offloading conceptual understanding onto other people. In this article, we empirically explore this proposal by providing an exploratory experimental paradigm to search for the mechanisms underwriting DLL and how they may work in practice. We developed a between-subjects experiment in which participants had to categorize two pairs of highly confusable dog breeds after receiving categorization training on just one pair of breeds. In the treatment group, participants were grouped in dyads and were allowed to interact with each other by means of the labels of these four dog breeds. In their queries to trained ‘experts’, novices frequently used labels to refer to breeds that they could not identify themselves. Experts were highly responsive to their paired novices’ queries, and the rates of querying for the two members within a dyad were positively correlated. Independent categorization failure and offloading categorization success lead to subsequent increases in querying by novices, indicating adaptive use of offloading. Self-reports of breed knowledge were higher for experts within a dyad compared to isolated experts.

This article is part of the theme issue ‘Concepts in interaction: social engagement and inner experiences’.

1. Introduction

In his famous paper The Meaning of ‘Meaning’ [1], Hilary Putnam presented the thesis that the meanings of some of a speaker’s words cannot be in their head, because they might not have the necessary knowledge to recognize the objects referred to by these words. However, these words mean what they mean even when uttered by an uninformed speaker, and Putnam suggests that this is because such a speaker may delegate the recognition task to other speakers in their community who do possess the appropriate knowledge: the experts. This dependency of novices on experts for the identification of the referents of some words is known as the division of linguistic labour (DLL).

We intend our DLL framework to be sufficiently broad to capture situations in which the members of a community do not necessarily differ in their overall level of knowledge, but rather in their perspective or kind of knowledge. For example, chemists and firefighters each have their own expertise relative to the other when it comes to fire. Our framework does critically invoke a relative ‘novice’ offloading cognitive tasks such as recognizing, understanding and combatting fire onto a relative ‘expert.’ However, these designations of expertise must be understood relative to a particular context involving fire, such as understanding it at a molecular level versus eliminating it. Thus, when we use the term ‘novice’ it should be seen as a shorthand gloss for the more nuanced notion of...
a person whose current knowledge about something is insufficient to allow them to solve a currently required task involving that thing.

Although Putnam’s arguments in the aforementioned paper centred mainly on natural kind words such as water or gold, it has been duly noted that DLL is a phenomenon that extends to all sorts of technical words (see [1], p. 160ff.; see also [2,3]). However, despite its ubiquity, DLL often goes unnoticed, since speakers do not usually think of themselves as novices. Indeed, a number of experiments have shown that there is a gap between what people feel they know about something and what they are actually able to explain about it [4–11]. Perhaps we feel that we know more about something because our layman concepts are quite sufficient to get by. However, more often than not, these layman concepts are sufficient because our everyday tasks are supported by experts who allow us to succeed at them.

Besides the aforementioned extension of the reach of the DLL phenomenon to all sorts of technical words, some philosophers have stretched DLL in a more striking and controversial manner. From its initial formulation about the meaning of words, DLL has been taken to show something about the content of our thoughts [3,12,13]. For example, in Tyler Burge’s terminology [3], the novice speaker possesses concepts that they incompletely understand. In contrast with this controversial thesis, we maintain that, at its core, DLL is better viewed as a variety of cognitive offloading, that is, the widely documented strategies that people resort to for enhancing their internal cognitive limitations (e.g. writing down a shopping list, setting alarms on one’s mobile phone, etc.) or for easing their information processing demands when engaged in a task (e.g. counting with one’s fingers, rotating one’s head to better read rotated text, etc.) [14–17]. There is, however, an important qualification. Many strategies discussed in this literature refer to actions involving the physical environment around the individual (a crucial exception being the phenomenon of transactive memory systems (TMS), to which we will come back later). Robinson Crusoe could use these sorts of strategies even when he was stranded on his forsaken island. However, Mr Crusoe would need to be around the relevant experts in order to use DLL (at least in the way in which we will be suggesting presently). The novice’s utterances of a word can be seen as a social technology that requires structured interactions with other individuals [18]. In this way, a foundational part of DLL is a type of cognitive offloading in which the specific component of the environment that is used to extend one’s mind [15] is other people. Given that a major part of a person’s environment is the other people surrounding them, offloading onto others is a major resource that people have in achieving intelligent behaviour [6,19].

The DLL has been studied mainly in philosophical circles, but, to our knowledge, not from an empirical perspective. (Some empirical works [8,20] get close to it but do not directly study DLL.) We have developed an exploratory experiment in which the conditions for the emergence of division in a cognitive task, mediated by language, are instantiated in an image classification task. In the experiment, participants received points for correctly labelling dogs. Accurate labelling required participants to draw distinctions between two highly confusable pairs of breeds. Half of the participants were in a solitary condition in which they had to label the breeds on their own. The other half was in a paired condition where one participant was trained to distinguish between the two breeds in one pair while the other participant was trained to distinguish between the two breeds in the other pair. After training, paired participants could ask their partner whether a label was correctly assigned to a dog image that they were tasked with labelling. We are interested in exploring three things. Is the ‘extended strategy’ of asking one’s paired partner a reliable way of easing one’s own cognitive demand of learning a dog’s correct classification? What are some of the factors that trigger the use of the extended strategy as it competes with the ‘internal strategy’ of labelling dogs by oneself? And what are the consequences of engaging in the extended strategy for the metacognitive process of perceiving one’s own understanding?

The paper is structured as follows. In §2, we categorize different scenarios of DLL focusing on those in which it is natural to see the novice speaker’s use of words as founded in a form of cognitive offloading. We also show how our experimental paradigm fits in with Risko’s and Gilbert’s metacognitive model for cognitive offloading [16]. In §3, we introduce the details of our experimental paradigm. The results of this experiment, presented in §4 and discussed in §5, clearly suggest that people’s metacognitive processes when engaging with DLL accord with those of other forms of cognitive offloading.

2. A novice’s utterances as stemming from cognitive offloading

(a) Novice utterances as embedded in social environments

There are situations in which we can communicate with words that we do not understand at the expert level. We can do this because our use of these words, considered within the framework of concrete social relations, takes advantage of the experts’ understanding. The following example is adapted from [21]. Consider a man, say John, who is using his personal computer and realizes that it is too slow. He then turns to the technician at his office and asks them why this is happening. They tell John that one of the random-access memory (RAM) cards must be malfunctioning and that he needs a new one. Then, John goes to a service centre and requests a new RAM for his computer. The next day, John picks up his computer, tries it out and notices a certain increase in speed, but since he doesn’t trust the service centre, he asks the technician at his office to check whether or not they installed a new RAM. Since John cannot identify RAM, he turns to his trusted expert to help him make the required identifications. And when he says ‘RAM,’ he says it knowing that his trusted technician will verify it for him. Note that this word in John’s mouth is not linked to its referent by an internal characterization that John has in his own head. Rather the link exists because someone else makes it for him and so informs him.

Observe that when John went to the service centre to ask for his computer’s RAM to be replaced, he had the linguistic capacity to use the word ‘RAM’ to mean exactly RAM. If instead of changing the computer’s RAM, the service centre had overclocked the central processing unit in the computer (with the consequence that its speed improved) and had the technician at his office informed John of this, John would be entitled to demand that the service centre replace the
computer’s RAM as requested. John is using ‘RAM’ in an
effectual manner despite not possessing the ability to define
or even identify RAM.

Situations like this occur in our daily lives not only
regarding our computers, but also our cars, home appliances,
mobile phones, medical checkups, legal issues and so on. In
all these situations, we use words even though their mean-
ings are vague and fragmentary to us. We trust (or take for
granted) that an expert will, immediately or at a later point,
intervene to fill in the gap in our understanding to complete
the task at hand.

To be sure, these are by no means all of the kinds of situ-
ations in which we use words we do not completely
understand. We might use words, such as MRI or PCR, to tell
other fellow novices the kind of tests we were asked to undergo,
without any of us knowing exactly how to define such tests.
More importantly, we often do not know anyone around us
who actually can. This is a different kind of situation from our
example with RAM. The difference lies in the proximity of the
expert to which one can defer. So there are situations with
immediate or direct interaction with an expert, and situations
where no expert is directly available. We call the latter kind of
interaction as a way to equalize the participants

Now, we would like to contrast our own perspective on com-
munication with a more standard approach, which is usually
conceived as a way to equalize the participants’ level of
understanding, i.e. the common ground perspective. Indeed,
works such as Clark’s [22] aim at characterizing communi-
cation as a process that requires a shared background of
knowledge for the activity to be successful. From this per-

Some experts can provide an immediate or at least a later point
response when the novice is stuck in the understanding. This is precisely the DLL
phenomenon, which is, essentially, a mechanism that allows a speaker to reduce the
amount of information they need to apprehend by delegating
this support and where it would be inefficient to retrieve the
information to perform them. It also shows that this division
of labour is regulated by a principle of efficiency, namely,
achieving the goal of the joint task with the least possible effort.

(c) Words as cognitive artefacts

The resourcefulness with which people find ways to enhance
their memory limitations or ease their information processing
demands when engaged in a task has been widely documen-
ted [14–16], for example, by setting alarms on their
mobile phones or by using calculators to make calculations
at the supermarket. Furthermore, there is a long literature
stemming from Wegner’s pioneering work [24] on TMS
[10,11], which refers to structured collectives in which not
everyone knows all of the information that the group collec-
tively possesses, but its members know who knows what so
that anyone can access the information when necessary.
These are obvious examples of cognitive artefacts, but
language itself can also be seen in this light. As suggested
by Clark [25], words in a public language might serve as
tools that complement individual cognitive resources.

Even if we emphasize the individually grounded experi-
ence of using words [26], we should also recognize that this is a socially regulated activity, as Borghi & Cimatti note [27]
(see also [28]). This approach might prove fruitful not only for abstract concepts, Borghi and Cimatti’s target phenom-
emon, but also for situations where the speaker can use a
word even though they lack complete knowledge of its mean-
ing. This is precisely the DLL phenomenon, which is,

(b) Common ground and pooled ground

In this case, speakers not only do not share a common
background of beliefs, but neither do they seek to align their
differences through communication. Rather, their goal is to
make use of cognitive specialization to increase the efficiency
of their own cognitive processes. For example, in the afore-
mentioned case of John and his computer’s RAM, John is
not looking for any object that fits with his insufficient compre-
hension of RAM, but for the actual RAM. In this case, an
equalization of participants’ level of understanding would
suppose either for the expert to understand RAM in some
vague sense of ‘something that makes the computer go
counter’ or for John to increase his knowledge about RAM, a
very costly action for a mere computer repair. However, John
is asking for a specific thing, new RAM (not, e.g., a faster con-

This conceptualization is in contrast with our approach to
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This situation does not fit with the common ground
perspective, but it does fit with a more recent perspective
on communication, i.e. the pooled ground perspective. Here,
In the traditional perspective, semantic deference has been attempted to be explained by the possession of a mental item called a deferential concept [29]. By contrast, our approach suggests that such mental activity must be replaced by a practical ability and a social background that allows the novice to use a signifier to communicate in the pooled ground. The niche that the novice inhabits contains people interacting with each other as well as physical artefacts with which cognitive tasks are performed. Some of these artefacts are the signifiers, which allow novices to perform cognitive tasks that they could not do on their own, by involving experts who contribute to the pooled ground with their information or skills, ‘which would enable efficient functioning of the global system’ ([23, p. 7]). In the example of John and his computer, we are considering the entire activity in which John fixes his computer. One part of it is the linguistic action of requesting a new RAM, and the other part is the technician’s task of finding and replacing the RAM card, but our interest is in John’s request. This is a type of cognitive activity that John could not do by himself because he does not know how to recognize RAM and without a social context his requesting activity would not be possible.

A speaker uses a word as a cognitive artefact when they can offload the need for personally learning and storing the information associated with the word (e.g. the recognition criteria for identifying the word’s reference). Such information could be included in the pooled ground through the use of words and the involvement of the relevant experts. Here, ‘offloading’ means that the novice uses the external resources of the expert, without including them in any way in the novice’s individual cognition, i.e. without acquiring or improving any cognitive skill; but it also implies a deeper philosophical sense, namely, that a term can be used without a complete understanding of its meaning (in this case, without being able to recognize the term’s reference).

However, DLL allows for more than just externally storing information in another person and retrieving it later, as is the case with the phenomenon of TMS [24]. In order to pinpoint where our proposal goes beyond TMS (as it was originally conceived by Wegner), we can use the characterization of a task-dependent pooled ground [23, p. 8], which consists of A not knowing x, B knowing x and A knowing that B knows x. In a TMS, A makes a query about x to extract from B the information to know x. In contrast with this, in DLL a speaker can use this word to achieve the task by taking advantage of the expert’s performance without ever knowing x. In the literature, there are some broader uses of the term TMS (e.g. [30,31]) to which our account of DLL may contribute.

(d) Some aspects of cognitive offloading strategies
We want to explore in an empirical way the claim that the use of words by novices can be seen as a form of cognitive offloading. To this effect, we will use a framework based on a proposal of Risko’s and Gilbert’s, which integrates the processes that trigger a strategy of cognitive offloading and the consequences of its use [16], in an attempt to characterize cognitive offloading strategies. There are three important aspects to consider. First, when agents are engaged in a task, resorting to such strategies typically helps them overcome gaps in understanding and/or minimize their computational effort. Second, the selection of an internal versus extended strategy is based on beliefs about, and/or past experiences with, these two options. Third, the agent’s use of extended strategies tends to alter their thinking about their internal capacities such as, for example, self-assessment of understanding (figure 1).

Figure 1. Framework for a description of DLL as a cognitive offloading strategy. Adapted from Risko’s and Gilbert’s framework for how cognitive offloading strategies depend on metacognitive aspects of the processes that trigger such strategies and the consequences of using them. (Online version in colour.)

Our paired treatment (see details below) matches this framework. A player has two choices for how to accomplish the task of classifying a dog. First, they could assign the most-likely dog breed based on their own ability. Here, individual expertise is privileged, either because it is trusted, or because one hopes to improve one’s classification ability and practice is viewed as a means to that end. We will call this the internal strategy. Second, the player could ask a newly trained expert whether a classification is correct. Here the use of words is privileged since taking advantage of the expert’s ability is seen as a greater benefit. We will call this option the extended strategy.

We believe that this experimental paradigm contributes to the emerging field of research on partial understanding. Keil [32], for example, points out the problem that normally our understanding of the world is very limited and yet it is still useful for us to get by. Here we propose that one mechanism by which the problem of incomplete understanding is solved in everyday life is the DLL. However, DLL as described above is an abstract philosophical idea without reference to the concrete mechanisms by which it is created or maintained. Our experimental paradigm seeks to recreate a situation of incomplete understanding in which there are incentives to form a DLL, to the effect of collecting exploratory data that allow insights about the cognitive and social elements supporting DLL. This internal versus external strategies framework that constrains our participants’ behaviour does not embody a set of empirical predictions to be evaluated; rather, it provides a working test-bed to search for the mechanisms underwriting DLL and how they may work in practice.

3. Method
(a) Participants and procedure
Participants were 84 students from the Universidad del Rosario (40% male, 60% female; average age approximately equal to 20 years), who were invited by email to participate in the subject.
pool of the Rosario Experimental and Behavioural Economics Laboratory of the Universidad del Rosario. Participants were tested in six sessions; the first three corresponded to the paired condition and the last three to the solitary condition. For the sessions in pairs for which an odd number of participants were received, one participant was chosen to be included in the solitary condition. The numbers of participants per session were 3, 15, 24, 21, 8 and 13. The total number of participants in the paired condition was 40 and in the solitary condition was 44 (we had planned to collect at least 40 observations for each treatment). Before starting the session, each participant signed an informed consent document, which was previously approved by the Ethics Committee (social science room) of the Universidad del Rosario. Each participant carried out the test inside a sound- and sight-isolated workstation running a version of the experiment implemented in the nodeGame platform [33]. The test consisted of the presentation of instructions, followed by a brief quiz to confirm that the participants had understood the instructions in general. These provided the participants with knowledge about the game and the payment structure. After reading the instructions and passing the quiz, participants completed a short tutorial on the operation of the task, after which they performed 25 training rounds and 25 game rounds. Players were allotted 60 s to finish their guesses during each training round, and 90 s during each game round. At the end of the game rounds, participants were asked to rate their understanding of each category on a scale of 1 to 7 (1 = little or no understanding, 4 = moderate understanding, 7 = deep and detailed understanding), using a questionnaire adapted from [5].

For their participation in the experiment, participants received 10 experimental monetary units (EMUs; each unit equivalent to approximately 0.3 USD). Additionally, participants could earn bonus money based on their performance during the experiment. In both treatments, the payment received by each participant was determined by randomly choosing two game rounds and observing the score obtained in each of them. A score of 1 was rewarded with 2 EMUs; a score of 2 with 4 EMUs; a score of 3 with 6 EMUs; a score of 4 with 9 EMUs; and a score of 5 with 13 EMUs, so each participant could earn up to 26 EMUs additional to the show-up fee. Participants received their reward in cash immediately after the session.

(b) Materials
In §2(a), we described the following situation: John wants his computer to work again, goes down to a service centre and says ‘Is my computer’s RAM malfunctioning?’, upon which a technician examines the computer and replaces the bad RAM card; so finally John goes back home to use his computer as he usually does. The intended scenario in our paradigm is similar: a player wants to earn a point by classifying a dog, so they ask their partner ‘Is this dog a Cairn terrier?’, upon which the partner provides a yes/no answer, which the player uses to classify the dog. Thus, we capture a kind of situation in which the use of a word allows a speaker to achieve a goal even if they are not able to identify the referent of that word.

Regardless of the treatment, each participant was randomly assigned with equal probability to either the group trained to classify two hound breeds or the group trained to classify two terrier breeds (see the electronic supplementary material, figure S1). During the training rounds (see the electronic supplementary material, figure S2 top), each participant had to learn by trial and error how to correctly classify five dogs that appeared on their screen. However, participants being trained to discriminate between the two hound breeds were provided with a number of explicit characteristics that only Irish wolfhounds have (e.g. their hair colour and build), and participants being trained to discriminate between the two terrier breeds were given some explicit clues about Norwich terriers. At the end of the round, participants were told whether they had correctly classified each dog, but they were not provided with the correct label (see the electronic supplementary material, figure S2 bottom panel). In the paired condition, members of each pair were trained on complementary breeds (i.e. one participant was trained on hounds and the other on terriers). This information was explicitly given to the participants.

After the training rounds, players went on to the game rounds (figure 3). There the task changed slightly, as the number of categories available to classify each of five dogs increased from two to four. The five dogs, in turn, were also mixed (i.e. there were both hounds and terriers). The task at this stage was the same—to correctly classify each of the five dogs into one of the available categories. Both paired players had exactly the same dogs on their screens during each round. In addition, for paired players, communication was enabled through a button with which each participant could ask their partner if a certain dog belonged to a specific category. The player could ask ‘Is this dog…?’ and fill in the blank with the label of one of the four breeds. To that question, the partner could only answer ‘correct,’ ‘incorrect’ or I ‘don’t know.’

At the end of each round, both in the training and game rounds, each participant received feedback on their performance during the round.

(c) Measures
We can measure a player’s understanding of a word by their accuracy of classifications made on their own, that is, when players did not query their partner or when they were not paired with a partner. Now, the novice’s use of a word (the extended strategy) can be measured by the proportion of dogs about which the player queried their partner. Moreover, the effectiveness of such a strategy can be measured by the accuracy of classifications performed after the player queried their partner. We expect paired players to classify dogs better when they query their expert and use their response compared to when they decide to use their own best guess. Moreover, since players can ‘opt out’ from the extended strategy, we expect players to be sensitive to its benefit for dog classification and adhere more to it when they achieve low accuracy on their own.

4. Results
(a) Classification accuracy per treatment
To begin with, we verified that participants reached an adequate level of expertise in their respective expert dog breeds. (We will use the term ‘a participant’s expert dogs’ to refer to the breeds of dogs on which the participant received training. Similarly, the term ‘a participant’s novice dogs’ refers to breeds on which the participant did not receive training.) In figure 2a, we can see that after 25 rounds of training, participants achieved more than 95% accuracy (M paired rounds 24–25 = 0.97, s.d. paired = 0.16, M single rounds 24–25 = 0.95, s.d. single = 0.21) at their expert dogs, and this result is comparable in both treatments. To check the significance of this as well as all comparisons in this paragraph, a logistic mixed-effects regression was calculated to predict the participant’s accuracy based on treatment and round (fixed effects), player, and item (random effects). The details and justification of this model are presented in the electronic supplementary material, S2.1. The contribution of treatment (baseline = paired condition) is not statistically significant ($\beta = –0.69$, $p = 0.107$; see the electronic supplementary material, table 1).
We examine now the extent to which participants in the extended, rather than the internal, strategy. Indeed, we expect the benefit of using the expert to occur in lower accuracy with respect to the number of queries asked by its most active player. We can see that the querying activity of both partners is strongly correlated ($r_{18} = 0.948$, $p < 0.001$). Each dyad is size coded according to their average accuracy.

(b) Amount of queries

We examine now the extent to which participants in the paired treatment actually used the extended strategy. Figure 2a shows the proportion of dogs of each breed on which the novice made a query to the expert. Participants asked their partners about 40% of their novice dogs, in contrast to less than 1% of their expert dogs. Observe also that the percentage of queries about novice dogs decreased somewhat as the rounds progressed, but novices continued to query their expert partner a significant percentage of times per round, as can be seen in figure 3b. While participants’ engagement in communication was somewhat modest in their role as novices, the data suggest that, in their role as experts, they were much more active in answering queries. Figure 3c shows that over 90% of queries were answered, and of these over 90% were answered correctly. We examined the relationship between the number of queries from both partners within a dyad. In figure 3d, we plot each dyad with respect to the number of queries asked by its most and least active player. We can see that the querying activity of both partners is strongly correlated ($r_{18} = 0.948$, $p < 0.001$). Each dyad is size coded according to their average accuracy.

(c) Accuracy and feedback loop for strategy selection

More accurate classifications occurred when players queried their partner than when they did not, as can be seen in figure 4a. To check the significance of this comparison, a logistic mixed-effects regression was calculated to predict the participant’s accuracy based on whether they queried their partner (queried; fixed effect; see details in the electronic supplementary material, S2.2). A significant main effect of queried was found ($M_{\text{queried = yes}} = 0.88$, s.d.$_{\text{queried = yes}} = 0.32$, $M_{\text{queried = no}} = 0.79$, s.d.$_{\text{queried = no}} = 0.41$, $\beta = 0.707$, $p = 0.003$; see the electronic supplementary material, table S2) showing that the extended strategy of querying the expert seems to provide higher accuracy than the internal strategy of labelling dogs without asking the expert. However,
it is important to note that participants with different knowledge levels query differently [34], and since we did not control for query in our experiment, we cannot rule out a confounding variable that could be causing both query and accuracy. Further experiments are required to properly control for query.

We also consider here whether participants weigh the costs and benefits of the two strategies on each round. A linear mixed-effects regression was calculated to predict the percentage of novice dogs that a participant queries about on round \( n + 1 \) based on the average accuracy of labelling a novice dog without asking the expert (internal strategy) up to round \( n \) and player round (random effects; see the electronic supplementary material, table S2.2). A significant regression was found, showing that the percentage of novice dogs the participant will ask about on the next round is lower when the novice previously obtained higher levels of accuracy without querying the expert (\( \beta = -0.102, p = 0.002 \); see the electronic supplementary material, table S3). This influence can be visually appreciated in the centre panel of figure 4. Observe that similar qualms about querying performance not being controlled can arise in the foregoing interpretation.

A second linear mixed-effects regression was calculated to predict the percentage of novice dogs that a participant asks about on round \( n + 1 \) based on the average accuracy of labelling a novice dog after asking the expert (extended strategy) up to round \( n \) and player and round (random effects). A significant regression was found, which shows that participants with higher levels of accuracy with the external strategy tend to re-select it on the next round (\( \beta = 0.333, p = 0.013 \); see the electronic supplementary material, table S4). This influence can be visually appreciated in figure 4c. Finally, note that a similar qualm applies in this interpretation as in the previous paragraph.

(d) Influence on the report of understanding

Now we consider the results of the reports on category understanding, according to the questionnaire that participants answered at the end of the experiment. In figure 5a, we see the report distributions. Focusing first on experts, we observe that paired participants reported on average a greater understanding of their expert dogs than solitary participants (\( M_{\text{paired}} = 6.22, \text{ s.d.}_{\text{paired}} = 1.11, M_{\text{single}} = 5.32, \))

**Figure 3.** Amount of use of the DLL strategy. (a) Percentage of dogs on which players made a query, separated for each of the breeds and by each type of novice dog, indicating that novices query their expert partners about 40% of the time. (b) Percentage of dogs that novices queried their partner about per round of play (shaded region corresponds to a 95% confidence interval). (c) Percentage of messages answered by experts and accuracy of the answers. (d) Relationship of number of queries made by players within a dyad. The horizontal axis indicates the number of queries made throughout all rounds by the most active player in the dyad; the vertical axis corresponds to the least active player. Each data point corresponds to a dyad (n = 20) and the size corresponds to the dyad’s average accuracy. (Online version in colour.)

**Figure 4.** Accuracy of the DLL strategy and feedback loops for strategy selection. (a) Player’s classification accuracy versus whether the player queried their partner before classifying a novice dog. (b) Percentage of novice dogs that player queried their partner about on round \( n + 1 \) versus average accuracy up to round \( n \) on rounds when a player used an internal strategy (i.e. not querying their partner). (c) Percentage of dogs that a novice queried their partner about on round \( n + 1 \) versus average accuracy up to round \( n \) on rounds when a player used an external strategy (i.e. querying their partner). Each data point corresponds to a player’s behaviour in a given round (n = 952). (Online version in colour.)
knowledge with respect to accuracy, we find that the correlation is very low and not statistically significant ($r_{76} = 0.07$, $p = 0.544$; figure 6b). Additionally, something interesting appears when we consider the relationship between the report with respect to the rate of response to the queries by the expert partner. There is an inverse correlation between the two variables ($r_{65} = -0.267$, $p = 0.029$; figure 6c). This means that as the expert responds to fewer of the novice’s queries, the report of understanding by the novice increases. This is probably because an uncooperative partner leaves no choice but to learn the correct classifications by oneself, which is reflected in a higher report of understanding at the end of the experiment. Finally, the variance of the report is higher for higher uses of DLL (i.e. percentage of novice dogs queried by the player), as can be seen in figure 6d ($F_{20,55} = 0.422$, $p = 0.018$). Observe that extreme values of the report are unlikely to appear for those players who almost never queried their partner about their novice dogs, but extreme values are likely to occur for players who queried their partner.

5. Discussion

We started out by characterizing the relationship between novice and expert as it is used in DLL, and proposed that it can be explained by the relationship between user and enabler of a social, cognitive artefact. The novice is a user of a word, who does not need to understand the concept associated with it. The word is there for the novice to use it; it is part of their social environment. However, for this word to be used (and not just uttered) by the novice, there must be an expert who enables such a use in the pooled ground. Our experiment allowed us to observe the characteristics of novice/user and expert/enabler in a simple, but sufficiently interesting scenario. It succeeded in two respects. It created the conditions for the emergence of DLL involving a freshly minted dog breed expert, and it captured several aspects of the novice’s use of words that characterize it as a cognitive offloading strategy according to Risko’s & Gilbert’s model [16]. Our experiment showed that novices are selective users, who assess the benefits of the extended strategy versus the internal strategy of learning for themselves, and that the amount of word-use is highly reciprocal within a dyad. In turn, experts are enablers who reliably support this word-as-artefact (almost always responding quite accurately to
questions) and who receive the ‘benefit’ of increasing their own perceived understanding.

First, we succeeded in creating experts through training. Training caused participants to become experts at a particular kind of dog breed (terrier versus hound). Discriminating breeds within each kind of dog was difficult (e.g. Cairn terrier versus Norwich terrier), but gradually improved over the course of 25 training rounds. It is interesting to note that, despite their achieving comparable expertise with solo participants by the end of the training, paired participants performed slightly better when we consider all training rounds. The only difference between paired and solo conditions during training rounds was that paired participants knew that they were already paired with another participant, although they could not interact with them yet. Possessing this information seems to have increased their learning rate during training. Additional experiments are required to explore whether players are more diligent in their category learning efforts because they anticipate that their partner may later depend on them, but this result is consistent with findings that participants learn especially well when they need to know the information in order to teach others [35]. Participants’ expertise carried over to a testing phase, leading to improved performance on the trained expert dog breeds compared with intermingled novel, untrained breeds (novice dogs). Furthermore, the differential expertise attained by members within a dyad was used by the members themselves. The evidence for this was that participants queried their partners about their unfamiliar dog breeds about 40% of the time (more on this below). Participants were even more likely to actively engage in their role as experts, responding to their partner’s queries about 90% of the time. Thus, we were able to create cognitive specializations among the players in dyads, and the players themselves recognized their acquired knowledge differences, which they used to improve their performance.

We observed that the extended strategy proved its worth because it was more accurate for participants to label a novice dog after querying the expert than trying to label it on the basis of their own untrained ability. Moreover, the high correlation between the rates of querying within a dyad indicates that group-specific norms emerge over the course of interactions. If a participant is often asked about dogs by their partner, then they find it more natural to ask them about dogs. This norm for querying leads to large differences across the dyads in their members reliance on each other. For groups with self-reinforcing queries, a kind of ‘social capital’ emerges in which people learn to depend on each other, both giving and receiving aid.

The question arises as to why paired participants did not always opt for this strategy. Overall, it was used only 40% of the time. There are a number of factors that could account for this, which could be manipulated in future experiments. To begin with, novice players learned over rounds by observing their expert’s responses, which clearly lowers novice players’ query rates over time. In addition to this, when a player made few queries themselves, that leads to their partner also making few queries. Also, it is likely that a more difficult classification task with a longer training phase needed to achieve good categorization accuracy could raise query rates. Finally, there are factors involved in the cost of the extended strategy. Players needed to interpret the expert’s answer. A player might ask ‘Is this dog a ‘Cairn terrier’?

If the answer is ‘yes’, the classification is obvious: label the dog as a Cairn terrier. If the answer is ‘no’, the correct classification is always the other breed in the pair. This might not be so obvious to all players. Moreover, using the extended strategy required extra time and there is also the social cost of showing lack of knowledge and depending on others. It is interesting to note that these costs could be manipulated, for instance, by implementing a treatment in which players always see their partner’s classifications without querying them (we are indebted to an anonymous referee for pointing out this manipulation).

We also observed that when either the internal strategy or the extended strategy were less accurate up to that point, participants tended to opt for the other strategy with a higher probability on the next round. Our experiment cannot rule out spurious variables causing this correlation, so a better control is required to confirm whether participants’ round-to-round strategy-selection phase is influenced by an evaluation of the costs and benefits of their two options.

As for the influence of DLL on people’s meta-cognition, we found that people’s self-rated understanding was strongly influenced by their social context—whether they were labeling dogs on their own or with possible help from a peer who was given different training. This influence was different for participants in their role as novices as compared to their role as experts. In their role as novices, we saw that the average self-rated understanding of participants is independent of their social context. However, the variability of ratings is higher for novices that were allowed and actively engaged with the DLL strategy. That is, paired participants who used the extended strategy gave relatively extreme low and high self-ratings of their understanding of novice dogs. A plausible explanation of these extreme values is two-fold and it warrants closer scrutiny in further experiments. On the one hand, there is evidence that being connected to a knowledgeable other increases one’s own sense of knowing [7], so a stronger connection to a trustworthy expert partner could increase the novice’s sense of understanding when the novice gave themselves credit for knowing what their partner knows. This seems to be the case only for some of our participants in their role as novices. On the other hand, participants might very well be aware that they do not know the difference between, say, a Cairn terrier and a Norwich terrier. When they resort to asking their expert partner, they come to realize that they are not as knowledgeable as they originally thought. This is apparently not owing to experts believing their partner's classifications without querying them (we are indebted to an anonymous referee for pointing out this manipulation).

Last but not least, we also found that self-rated understanding is higher for experts in dyads than solitary experts.

This is apparently not owing to experts believing their partner
knows more about the expert dogs than do the experts. Experts very rarely made queries to their partners about breeds for which they were experts. Instead, a plausible hypothesis is that when the novice partner queries the expert for advice, then the expert’s confidence in their own knowledge increases. This is consistent with recent empirical results showing that the act of giving advice to others increases one’s confidence [36]. In fact, in one study, giving advice raised self-reported confidence more than receiving advice did [37]. This latter result is consistent with our finding that experts giving advice increased their self-reported understanding more than did novices receiving advice from experts. The increase in experts’ self-reported understanding when they are put in dyads was not, alas, preceded by actual improvements in their accuracy. Experts in the dyad and individual conditions did not differ in their actual accuracy. Accordingly, the experts’ metacognitive judgements (i.e. a judgement about their own cognition) were biased by their social context. This biasing effect of social context is also suggested by the result that for single experts, their self-perceived understanding was significantly related to their actual accuracy, but that was no longer true when the experts were in dyads. This weakened connection owing to dyadic context was also found for our novices. Thus, our results speak to other factors besides accuracy looming larger when people judge their knowledge in dyads compared to when they are isolated. A good candidate for one such factor is that one emphasizes perceived knowledge relative to others in social contexts.
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