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One of the most exciting promises of a complex systems perspective for learning

and education, well captured in Jacobson and Wilensky’s target article, is to pro-

vide a unifying force to bring together increasingly fragmented scientific commu-

nities. The day when scientists have time to read broadly across chemistry, biol-

ogy, physics, and social sciences is long gone. Journals, conferences, and

academic departmental structures are becoming increasingly specialized and myo-

pic. As Peter Csermely (1999), one of the organizers of the International Forum of

Young Scientists expresses it,

There is only a limited effort to achieve the appropriate balance between the discov-

ery of new facts and finding their appropriate place and importance in the framework

of science. Science is not self-integrating, and there are fewer and fewer people tak-

ing responsibility for ’net-making. (p. 1621)

One possible response to this fragmentation of science is to simply view it as inevi-

table. Horgan (1996) argued that the age of fundamental scientific theorizing and

discoveries has passed, and that all that is left to be done is refining the details of

theories already laid down by the likes of Einstein, Darwin, and Newton.

Complex systems researchers, and learning scientists more generally, offer an

alternative perspective, choosing to reverse the trend toward increasing specializa-

tion. They have instead pursued principles that apply to many scientific domains,
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from physics to biology to social sciences. This movement, in which Jacobson and

Wilensky are deeply enmeshed (I would have written that they are centrally lo-

cated, but they have convinced me of the importance of decentralized networks),

seeks common computational and mathematical descriptions for apparently unre-

lated phenomena. Reaction–diffusion equations that explain how cheetahs develop

spots can be used to account for geospatial patterns of democrats and republicans

in America. The same abstract schema underlies both phenomena—two kinds of

elements (e.g., two skin cell colors, or two political parties) both diffuse outward to

neighboring regions but also inhibit one another. As a second example, identical

equations underlie predator–prey dynamics and the B–Z chemical reaction, and it

thus comes as no surprise that both systems show the same functional behav-

ior—oscillating amounts of two entities with distributions patterned as moving

spirals over time (Ball, 1999). Recently, there has been considerable interest in

“small-world networks” that are characterized by short path lengths between net-

work elements but also highly clustered elements. Highly similar small-world pro-

files are found for networks of actor collaborations, neurons in nematodes, and the

power grid (Watts & Strogatz, 1998). Similarly, the general process that already

connected network elements will attract still further connections with newly re-

cruited elements (called “preferential attachment”) has played a powerful explana-

tory role in explaining these same networks (Barabasi & Albert, 1999).

In all of these examples, apparently disparate phenomena, sometimes spanning

orders of magnitude, are united under a single complex systems principle. These

examples show why complex systems principles are an exciting development in

the learning sciences (see also Jacobsen, 2001). If students can learn to learn these

principles and recognize when they are applicable, then they not only develop an

appreciation of the integrated web of science, but they also can transfer what they

have learned to widely dissimilar domains, one of the greatest unsolved challenges

for education (Bransford & Schwartz, 1999; National Research Council, 1999).

SEEING THE WORLD IN NEW WAYS

A complex systems perspective can lead to apparently contradictory conclusions

about the encapsulation of knowledge. By one account, an appreciation of the larger

system that surrounds and determines the behavior of elements should lead one to a

contextualized account of knowledge. Barab et al. (1999) present a good example of

this perspective, in which learners and environments are viewed not as separate enti-

ties, but rather part of a single entity. They argue that how an element behaves de-

pends intrinsically on the larger system in which it is contained. This insight is con-

sistentwithcomplexsystems theorizing.Oneof itscentral tenets is thatmacroscopic

behavior of elements cannot be deduced from the elements considered independ-
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ently. Rather, interactions among the elements give rise to nonlinear dynamics and

emergent behaviors that would never arise if elements were independent.

As an example of the importance of acknowledging the broad system rather

than just the elements, consider Schelling’s (1971) classic model of segregation. In

this model, a group of individuals belonging to different classes (e.g., races) follow

a simple rule like “If fewer than 30% of my neighbors belong to my class, then I

will move.” Surprisingly, after several iterations of this rule, widespread segrega-

tion is found in which the world is divided into large, class-homogeneous groups,

even though no individual is motivated to live in such a segregated world. The dis-

crepancy between the individuals’ motivations and the collective organization un-

derscores the notion that in complex systems the elements are all affecting one an-

other. The proper perspective to take on the Schelling’s model is that the elements

must be contextualized within a larger system. If one is in the habit of drawing cir-

cles around critical conceptual elements, then one should draw a circle around the

entire population, not individuals.

In contrast to this vision of contextualization, it is possible to draw exactly the

opposite moral from complex systems. As described earlier, the same complex

system principle can be applied to a wide variety of case studies from apparently

unrelated domains. Complex systems can be viewed as strong cases for the utility

of decontextualized knowledge. If knowledge of reaction–diffusion systems is too

strongly tied to the specific learned case of spot patterns on cheetahs, then it will

not be successfully applied to spatial patterns of political belief. Complex system

principles unify domains that deal in very different kinds of content, so realizing

the potential of these principles will be facilitated by processes that isolate the es-

sential wheat from the domain-specific chaff (Gick & Holyoak, 1983; Goldstone

& Sakamoto, 2003). This is not to advocate ungrounded or uninstantiated knowl-

edge. Even when a principle or pattern is isolated from its “cover story,” it is still

perceptually instantiated, which is why teaching the principles using perceptually

grounded simulations like NetLogo is so effective. Nonetheless, extracting the per-

ceptually grounded principles from their specific scenario will often allow the

principle to be better appreciated and transferred.

Although apparently diametrically opposed, these contextualized and

decontextualized perspectives can be reconciled, and, in fact, seen as two aspects

of a common process of conceptual reorganization. Complex systems are powerful

mental tools because they allow widespread prediction and induction. For exam-

ple, knowing that a system is a small-world network allows one to predict how

quickly information will spread between nodes, how much diversity of opinion

there will be at different times, and how influential neighborhoods will be in deter-

mining cliques. Teaching complex systems is important because their predictions

and inductions would not normally occur to people who are not exposed to them.

Principles like positive feedback systems, small-world networks, preferential at-

tachment, and reaction–diffusion systems are not alone in admitting widespread
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inductions. So do concepts like Dog, Money, Gold, Chair, Dolls, and Microphones.

The difference is that these latter concepts do not need to be taught; children natu-

rally acquire them on their own. To the child, the world seems composed of things

like dolls and microphones. However, when exposed to the notion of a positive

feedback system, these categories can become reorganized. For example, one of

my students who learned about positive feedback systems from an example of a

microphone feeding into, and placed near, a loudspeaker was reminded of this ex-

ample when she was discussing a scenario involving children wanting to buy a doll

that many other children already possessed, leading to the still greater popularity

of an otherwise unexceptional plaything. The reminding was apt. These scenarios

do have important properties in common: An increase in a system variable leads to

still greater increase to the same variable, accelerated growth to a variable, and

eventual limits to the value that a variable can take that is independent of the posi-

tive feedback dynamic. Learning about complex systems allows one to perceive

the world according to new categories.

Perceptual restructuring in inductively rich ways may require either

contextualization, decontextualization, or both, depending on one’s initial catego-

ries. The benefit of greater contextualization occurs because people often initially

conceptualize a system in terms of its physically separable elements, when, in fact,

these elements often interact strongly enough that the system is more felicitously

viewed from a broader, more macroscopic perspective. It is easy to isolate single

birds from a flock, but it is more useful and predictive to ask where the flock is go-

ing, not where the birds individually considered are going. This flock-level per-

spective, of course, acknowledges that the flock is nothing more than individual

birds and their interactions. The benefit of greater decontextualization occurs be-

cause people often initially fail to distinguish between functionally relevant and ir-

relevant properties of a situation. Often, a function can be realized by multiple

physical instantiations. A biological heart can be replaced by an artificial heart,

both of which can fulfill the functional role of pump. In these cases, isolating the

functional properties and interactions from their physical substrata facilitates iden-

tifying them again later when they are differently embodied.

Both contextualization and decontextualization are perspectival shifts, and their

relative utilities will depend on the complete network of relations with a system, as

well as a thinker’s needs. The general prescription will be to create conceptual

units so that connectivity among the elements within a unit is relatively dense

whereas connectivity among elements across different units is sparse. Following

this prescription, our constructed knowledge units will be both internally coherent

and relatively compartmentalized packages that can be transported to new do-

mains. So, with the aforementioned example of doll sales begetting doll sales, indi-

viduals purchasers are too restrictive a perspective because of the strong dependen-

cies between purchasers’ choice of dolls. This broader contextualization is

accompanied by a decontextualization that extracts out the positive feedback sys-
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tem from extranenous details about dolls such as the particular kind, manufacturer,

or period of the doll. Together, this recontextualization acts as a new kind of cate-

gory for making predictions and inferences. Or, as one of my college students puts

it, “Positive feedback systems can be made up of any kind of stuff—dolls, sounds,

or bibliographies.1 It’s weird to think of these things as belonging together, but

they do, and realizing this is actually useful for thinking about them.”

PROMOTING TRANSFER WITH COMPLEX SYSTEMS

Complex systems are exciting developments in the learning sciences because they

are not standard ways of approaching the world, but once understood can become a

conceptual tool with the potential to dramatically transform one’s perception of

this world. How can the pedagogical promise of complex systems best be realized?

One key element is suggested by taking literally that notion that learning involves

perceiving the world in new ways. Thomas Kuhn (1962) described how scientists,

when exposed to a new theoretical paradigm, see physical phenomena in new

ways: “Though the world does not change with a change of paradigm, the scientist

afterward works in a different world” (p. 121) and “During [scientific] revolutions,

scientists see new and different things when looking with familiar instruments in

places they have looked before” (p. 111). We believe this kind of perceptual shift is

not restricted to professional scientists, but can also be found when providing new

conceptual tools such as complex systems.

The promise of complex systems is that the same principle rears its head in

many different domains. The reality is that far-transfer is often difficult to attain

(Detterman, 1993; Gick & Holyoak, 1980; National Research Council, 1999). Ja-

cobson and Wilensky’s exhilarating suggestion is that the gulf between promise

and reality can be bridged by stressing new ways of perceiving, not just conceptu-

alizing. Critically, the NetLogo computer environment immerses students in inter-

active and dynamic visual worlds. Students see complex systems principles

instantiated in concrete case studies, and visually experience positive feedback

systems, reaction–diffusion systems, and small-world networks in action. Though

students might understand the concept regarding NetLogo, the goal of school and

the power of the notion of complex systems is that we want students to adopt the

more general conceptual tool in a manner that allows them to perceive relations in

other systems beyond the NetLogo context.

It might have been thought that the best way to promote transferable complex

systems principles is not by concrete visualizations, but through mathematics.
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Mathematics is without parallel as a device for stripping situations to an essence.

Mathematical and logical formalisms are the epitome of devices for eliminating

misleading superficial features. Once doll purchases, microphone, and imitative

citation practices have been distilled to the same equation, it might be thought

simple to freely transfer knowledge from one domain to another. This assump-

tion is commonplace in high school mathematics curricula. Abstract formalisms

are first presented, and then are subsequently fleshed out by examples. The pre-

mises of this formalism-based approach to transfer are that, if an equation is

known, it can be recognized and applied when it is relevant in a new situation,

and that generalization potential is maximized by extracting the most formal,

content-reduced representation.

There is reason to doubt these two premises. Contrary to the first premise, it is

difficult to spontaneously notice that a learned equation can be applied in a new sit-

uation. Students often have difficulty finding the right equation to fit a scenario

even when they know both the equation and the major elements of the scenario

(Ross, 1987, 1989). Contrary to the second premise, mathematical formalisms run

the risk of being cognitively inert. They offer little scaffolding for understanding,

and do not generalize well because cues to resemblance between situations have

been stripped away. Even though formalisms are maximally general in the sense of

eliminating all content-specific elements, this does not mean that they are maxi-

mally useful for generalization. To generalize across originally dissimilar do-

mains, one needs training that allows the domains to be spontaneously seen as re-

flecting the same principle. Mathematicians and physicists may be able to

spontaneously see equations when contemplating natural phenomena, but equa-

tions are too far removed from conceptually driven interpretation processes for

most people to alter their perception.

The use of NetLogo (Wilensky, 1999; Wilensky & Reisman, 1999) and other

computer simulations (Goldstone & Son, 2005; Resnick, 1994) to teach complex

systems offers a markedly different alternative for promoting generalization. Prin-

ciples are not couched in equations, but rather in dynamic interactions among ele-

ments. Students who interact with the simulations actively interpret the resulting

patterns, particularly if guided by goals abetted by knowledge of the principle.

Their interpretations are grounded in the particular simulation, but once a student

has practiced building an interpretation, it is more likely used for future situations.

In contrast to explicit equation-based transfer, perceptually based priming is auto-

matic. For example, an ambiguous man–rat drawing is automatically interpreted as

a man when preceded by a man and as a rat when preceded by a rat (Leeper, 1935).

This phenomenon, replicated in countless subsequent experiments on priming (see

Goldstone, 2003, for a theoretical integration), is not ordinarily thought of as trans-

fer, but it is an example of a powerful influence on perception due to prior experi-

ences. This kind of automatic shift of perceptual interpretation accompanies en-

gaged interaction with complex system simulations. After experiencing
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simulations of growth featuring Fibonacci-sequence spirals

(http://cognitrn.psych.indiana.edu/rgoldsto/complex/), one of my students re-

ported, “After playing with the simulation, I found myself studying every pine

cone I saw on the ground, and sure enough, they had Fibonacci spirals that I had

never noticed before.” Generalization arises here not from the explicit and effortful

application of abstract formalisms, but from the simple act of “rigging up” a per-

ceptual system to interpret a situation according to a principle, and leaving this rig-

ging in place for subsequently encountered situations.

The skeptic might ask, “What is so special about computational models of com-

plex systems? Why should they facilitate transfer and generalization any better

than equations?” My proposed answer is that these models mesh well with peo-

ple’s own mental models. Computer simulations, such as Netlogo models, enact

the same kind of simulation of elements and interactions that effective mental

models do (Gentner & Stevens, 1983). Grounded and contextualized models natu-

rally correspond to dimensions of the modeled world. For both human and com-

puter models, running the model can produce genuinely novel knowledge. Com-

putational models, then, are frequently more powerful agents of cognitive change

than equations because they are expressed in terms (e.g. agents, space, forces,

growth, inhibition, attraction, and causation) that are close to natural psychologi-

cal structures and processes.

CONCLUSION

Considerable psychological evidence indicates that far transfer of learned princi-

ples is often difficult and may only reliably occur when people are explicitly re-

minded of the relevance of their early experience when confronted with a subse-

quent related situation (Gick & Holyoak, 1980, 1983). This body of evidence

stands in stark contrast to other evidence suggesting that people automatically and

unconsciously interpret their world in a manner that is consistent with their earlier

experiences (Roediger & McDermott, 1993). These statements are reconcilable. A

lasting influence of early experiences on later experiences occurs when perceptual

and conceptual systems have been transformed. The later experience will be inevi-

tably processed by the systems that have been transformed by the initial experi-

ence, and priming naturally occurs. When a principle is simply grafted onto an

early experience but does not change how the experience is processed, there is little

chance that the principle will come to mind when it arises again in a new guise. The

moral is clear: To reliably make an interpretation come to mind, one needs to affect

how a situation is interpreted as it is “fed forward” through the nervous system

rather than tacking on the interpretation at the end of processing.

This moral fits well with an approach to learning science that focuses on educat-

ing perception, rather than formal symbol manipulation. Complex system simula-
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tions play an important role in this effort because they show the perceptual conse-

quences of element interactions. An apt computational model can lead people to

interpret their world differently because people are already predisposed to under-

stand their world by making models of it. By tweaking students’ natural models,

rather than trying to introduce an entirely new mathematical language, we can

change how students see their world. Students who learn models from their experi-

ence of the world will then, in turn, experience their world in terms of the models

they have learned.
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